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FOREWORD

The Twenty-Seventh Conference on the Design of Experiments in Amy Research,
P: Development and Testing was held in the Jane S. McKimmon Center on the campus

of North Carolina State University, Raleigh, on 21-23 October 1981. The U. S.
Army Research Office served as host for this meeting. The Arnmy Mathematics
Steering Committee (AtSC) continues to be the sponsor for this series of
meetings, Members of this committee would like to thank Dr. Robert L. Launer
for serving as Chairperson on Local Arrangements, and Mrs. Sherry Duke, who
handled many of the administrative details. These individuals did an out-
standing job of carrying out the many tasks associated with conducting a
conference of this size.

Each year the Program Comtittee is asked to select invited speakers who can
discuss In an informative and stimulating oanner statistical areas of current
interest. At least one of the speakers, who has expertise In areas of current
interest to the Army, is asked to present new developments In these fields.
The selection criteria were certainly met by the gentlemen giving the talks in
the General Sessions. The names of the invited speakers and their topics are
noted below.

Speaker and Affiliation, Title of Address

Professor Norman L. Johnson RECENT TRENDS IN DISCRETE
University of North Carolina DISTRIBUTIONS

Professor Nozer D. Singpurwalla ROBUSTNESS-OF SEQUENTIAL
George Washington University EXPONENTIAL LIFE TESTING

PROCEDURES FOR RESTRICTED CLASSES
OF DISTRIBUTIONS

Professor Douglai A. Wolfe COMPARING SEVERAL GROUPS IN A
Ohio State University TWO-WAY LAYOUT SETTING

Professor David C. Hoaglin APPLICATION OF EXPLORATORY DATA
Harvard University ANALYSIS TECHNIQUES IN MORE

COMPLEX MODELS

Professor Walter L. Smith ASYMPTOTIC BEHAVIOR OF CUMULATIVE
University of North Carolina PROCESSES
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In addition to the two invited addresses on the first day of this meeting,
there were five solicited talks on product assurance. These were delivered by
Army scientists that are specialists in this area. Another event associated
with this meeting was a tutorial seminar on 'Quality Control". It was held
just preceding the conference on 19-20 October and was given by Professors P.
M. Ghare and D. R. Jensen of the Virginia Polytechnic Institute and State
University. This course gave the standard procedures for monitoring a process
by variables or by attributes in the case of a single quality characteristic.

The winner of the first Wilks Award for Contributions to Statistical
Methodologies in Army Research, Development and Testing* was presented to
Professor Robert E. Bechhofer of Cornell University at a luncheon on the first
day of the conference. He richly deserves this honor for his many scientific
contributions to ranking and selection procedures as well as other statistical
areas. He has given freely of his time to help Army scientists develop
statistical skills. Recently he solved a very important problem in ballistic
testing related to kinetic energy penetrators.

Members of the AMSC would like to take this opportunity to express their
thanks to Mr. Philip G. Rust of Thomasville, Georgia for endowing both of the
Wilks Awards. His generous gifts in memory of his friend, Sam Wilks, will
contribute to the welfare of the military services as well as foster
statistical science in general.

4
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ror more information on this award see "Open letter on the Now Wilks Award
It is printed following this foreword.
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OPEN LETTER ON THE NEW WILKS AWARD

TO: Dr. Jagdish Chandra, Chairman of the Army Mathomatics Steering
Committee (AMSC)

FROM: Dr. Robert L. Launer

This letter is being written as a result of recent developments con-
cerning the establishment of a new Wilks award. The reason for bringing
"this matter to your attention will become clear.

The Samuel S. Wilks Memorial Medal and Award was initiated in 1964 with
a $5000 gift from Mr. Philip B. Rust of Thomasville, Georgia. This award,
presented each year at the Army Design of Experiments Conference, has been
coordinated and administered by the American Statistical Association,
because of the difficulties involved at that time in administering the funds
internally. Mr. Rust intended that this award be given to a statistician
for contributions to Army technology. Unfortunately, he did not compose a
specific citation which would be used as a guide in choosing the annual
winner of the award. A complete record of the ceremonial remarks made at
the time of the initial award are given in the proceedings of the Tenth
Design of Experiments Conference.

Questions have been raised about some of the recent winners of the Wilks
award, These were communicated to Dr. Ralph Bradley of Florida State
University and President of the American Statistical Association. As the
result of the ensuing protracted conversations, Mr. Rust made another gift
for the establishment of a second Wilks award, and to augment the endowment
for the original Wilks award.

The Army Gifts Fund Office (AGFO), under the Office of Secretary of the
Army (AR1-100), acts as the custodian of gifts to the Army. In the case of
monetary gifts the AGFO channels the funds through the commander of an Army
installation having close ties to the donors expressed purpose of the award.
Since the Wilks award is for academic or scientific excellence, the Adjutant
General of the Army has established that the Army Research Office (ARO) can
serve as such an installation. The Commander of ARO has agreed to have the
funds channeled through his Finance and Accounting Office and to have the
other aspects of this award handled by the AMSC, an intra-Army committee.

In order that the new Wilks award begin on a firm basis, with the first
award given in 19B1 if possible, and to avoid unforeseen difficulties and
criticisms, it is proposed that the new Army Wilks award be administered
in accordance with the following points.

1) The award should be called "The Wilks Award for Contributions to
Statistical Methodologies in Army Research, Development and Testing".
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2) The award winner should be chosen by a majority vote of an ad-hoc
committee of five statisticians. The committee should consist of at least
two statisticians from the Army community and at least two statisticians
from academia, each serving for two-year terms. The initial committee
should be appointed by the Chairman of the AMSC. Thereafter, the subcommit-
tee on Statistics and Probability shall annually nominate one new member.
The winner of the award may replace one member of the selection committee
for the following year. The Chairman of the AMSC may act as a non-voting
chairman of the selection committee, or he may appoint a representative to
act in his stead (voting or non-voting).

3) The Chairman of the selection committee should convene the selection
committee early enough that the award can be made at the annual Design of
Experiments Conference.

4) Nominations of candidates for the award may be forwarded to any
member of the selection committee. Solicitations may also be made through
announcement letters for the annual DOE conference, or any other appropriate
method. !

5) The chairman of the selection committee should serve as the coor-
dinator of the award money. This should be in the form of a check made
payable to the winner of the award.
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AGENDA

for the

TWENTY-SEVENTH CONFERENCE ON THE DESIGN OF EXPERIMENTS IN

ARMY RESEARCH, DEVELOPMENT AND TESTING

21-23 October 1981

Host: U. S. Army Research Office

Location: Jane S. McKimmon Center
North Carolina State University
Raleigh, North Carolina 27650
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0815-0915 REGISTRATION -- Lobby, McKimmon Center

0915-0930 CALLING OF THE CONFERENCE TO ORDER

WELCOMING REMARKS

COL Duff G. Manges, Commander, U. S. Army Research Office

0930-1200 GENERAL SESSION I

Chairman - Francis G. Dressel, U. S. Army Research Office

0930-1030 KEYNOTE ADDRESS

RECENT TRENDS IN DISCRETE DISTRIBUTIONS

Norman L. Johnson, University of North Carolina-Chapel Hill

1030..1100 BREAK

1100-1200 ROBUSTNESS OF SEQUENTIAL EXPONENTIAL LIFE TESTING PROCEDURES FOR
RESTRICTEO CLASSES OF DISTRIBUTIONSI Nozer 0. Singpurwalla, George Washington University

1200-1330 LUNCH AND IILKS AWARD PRESENTATION
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PAN A M.Mg



1330-1500 SPECIAL PRODUCT ASSURANCE SESSION

Chairman - Pay Bell, U. S. Army Materiel Systems Analysis

Activity
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Larry H. Crow and William P. Clay, U. S. Army Materiel Systems
Analysis Activity
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"r Richard L. Moore and F. Luzzi, U. S. Army Armament Research and

Development Command

AN APPLICATION OF RENEWAL THEORY TO SOFTWARE RELIABILITY

Leonard A. Stefanski, U. S. Army Research Office and University
of North Carolina-Chapel Hill

1530-1700 SPECIAL PRODUCT ASSURANCE SESSION (cont'd)
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George M. Hanna et al., It. S. Army Materiel Systems Analysis
Activity
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FOR A MULTIMODAL SYSTEM

Henry P. Botz, U. S. Army Materiel Systems Analysis Activity
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xii



1530-1/00 TECHNICAL SESSlfIN II - "STATISTICAL SAMPLING"

Chairman - Donald S. Burdick, Duke University

SOLUTION TO A CLASS OF Tn.O-PHASE SAMPLING PROBLEMS

Patrick D. Allen and Stephen M. Rasey, U. S. Army Concepts
Analysis Activity

EMPIRICAL AND THEORETICAL COMPARISON OF SEVERAL VARIANCE
ESTIMATORS IN SURVEY SAMPLING

Chien-Fu Wu, Mathematics Research Center

DESIGN OF A MULTIPLE SAMPLE WESTENBERG TYPE TEST FOR SMALL
SAMPLE SIZES

Jim Knaub, U. S. Army Logistics Center

***** Thursday, 22 October *****

0830-1000 TECHNICAL SESSION III - "ERROR ANALYSIS AND SIMULATION"

Chairman - Breton Graham, U. S. Army Concepts Analysis Agency

ERROR PROPAGATION IN PHYSICAL MODELS

J. Richard Moore and Jerry Thomas, Ballistic Research Laboratory

ERROR MODELS FOR RADIOSONDE HEIGHT INDEXING AND WIND VELOCITY
DETERMINATIONS

Walter B. Miller, U. S. Army White Sands Missile Range

A DATA BASED RANDOM NUMBER GENERATOR FOR MULTIVARIATE
DISTRIBUTIONS

James R. Thompson, Rice University and Malcolm Taylor, Ballistic
Research Laboratory

0830-1000 CLINICAL SESSION A

Thairman - Walter Foster, Armed Forces Institute of Pathology

Panelists - William E. Baker, Ballistics Research Laboratory
David C. Hoaglin, Harvard University
Donald B. Rubin, Mathtimatics Research Center

TERRAIN CLASSIFICATION FOR INTERVISIBILITY PURPOSES

Warren Olson and Donald McCoy, U. S. Army TRADOC Systems
Analysis Activity

xiii



IPREGULARITIES IN THE ERROR ANALYSIS OF A PIECE-WISE CONTINUOUS
FUNCT !ON

Paul H. Thrdsher, U. S. Army White Sands Missile Range

1030-1200 TECHNICAL SESSION IV - "RELIABILITY AND FAILURE ANALYSIS"

Chairman - Edward W. Ross, U. S. Army Natick RAD Laboratories

INFERENCE ON A FUTURE RELIABILITY PARAMETER UITH THE WEIBULL
PROCESS MODEL

Grady Miller, U. S. Army Materiel Systems Analysis Activity

A COMPARISON OF METHODS FOR LOWER CONFIDENCE LIMITS IN THE
RELIABILITY OF SERIES SYSTEMS

Bernard Harris and Andrew Soms, University of Wisconsin-Madison

EXAMINATION OF SIZE EFFECTS IN THE FAILURE PREDICTION OF CERAMIC
MATERIAL

Donald H. Neal and Edward M. Lenoe, U. S. Army Materials and
Mechanics Research Center

1030-1200 CLINICAL SESSION B

Chairman - Carl B. Bates, U. S. Army Concepts Analysis Agency

Panelists - Robert Bechhofer, Cornell University
Douglas A. Wolfe, Ohio State University

SPECIFYING A DETECTABLE 3-FACTOR INTERACTION WITH A NON-CENTRAL F

Walter D. Foster and Jack L. 14ray, Armed Forces Institute of
/, Pathology

SHOULD CRITERIA FOR FIELD TESTS BE FORMULATED AS STATISTICAL
HYPOTHESES

Carl T. Russell, U. S. Army Cold Regions Test Center

1200-1330 LUNCH

1330-1500 TECHNICAL SESSION V - "STATISTICAL METHODOLOGY"

Chairman - Larry H. Crow, U. S. Army Materiel Systems Analysis
Activity

STATISTICAL TFSTING OF LARGE COMiPLEX COMPUTEP SIMULATION MODELS

Carl R. Rates, U. S. Army Concepts Analysis Agency

xiv

......



SELLING A COMPLICATED EXPERIMENTAL DESIGN TO THE FIELD TEST
OPERATOR

Carl T. Russell, U. S. Army Cold Regions Test Center

1330-1500 CLINICAL SESSION C

Chairman - Jerry Thomas, Ballistic Research Laboratory

Panelists - J. Richard Moore, Ballistic Research Laboratory
Nozer D. Singpurwalla, George Washington University
Chien-Fu Wu, Mathematics Research Center

LONG-TERM STORAGE OF ARMY RATIONS

Edward W. Ross, Jr., U. S. Army Natick R&D Laboratories

ASSURING QUALITY THROUGH BALLISTIC TESTING

Michael McMiller, U. S. Army Aviation Research and Development
Center

1530-1700 GENERAL SESSION II

Chairman - Daniel L. Solomon, North Carolina State University

COMPARING SEVERAL GROUPS IN A TWO-WAY LAYOUT SETTING

Douglas A. Wolfe, Ohio State University

APPLICATIO,1I OF EXPLORATORY DATA ANALYSIS TECHNIQUES IN MORE
COMPLEX MODELS

David C. Hoaglin, Harvard University

***** Friday, 23 October *

0830-1000 CLINICAL SESSION D

Chairman - Richard L. Moore, U. S. Army Armament Research and
Development Command

Panelists- Bernard Harris, Mlathematics Research Center
Edw.ard A. Saibel, U. S. Army Research Office
Walter L. Smith, University of North Carolina-Chapel

Hill

xv
XV"'.



A MATHEMATICAL BASIS FOR TRACKING MANEUVERING AIRCRAFT WITH
DOPPLER RADAR

Donald W. Rankin, U. S. Army White Sands Missile Range

FORCES DUE TO ICE-STRUCTURE INTERACTION

Dovindor Singh Sodhi, U. S. Amy Cold Regions Research and
Engineering Laboratory

1030-1200 GENERAL SESSION III

Chairman - Douglas B. Tang, Walter Reed Army Institute of
Research and Chairman, A1SC Subcommittee on
Probability and Statistics

OPEN MEETING OF THE AMSC SUBCOMMITTEE ON PROBABILITY AND
STATISTICS

ASYMPTOTIC BEHAVIOR OF CUMULATIVE PROCESSES IN DISCRETE TIME

Walter L. Smith, University of North Carolina-Chapel Hill

1200 ADJOURN

PROGRAM COMMITTEE

Carl Rates Robert Launor
Larry Crow Douglas Tang
Walter Foster Malcolm Taylor
Frank Grubbs Jerry Thomas
Bernard Harris Langhorne Withers

xvi



RECENT DEVELOPMENTS IN DISCRETE DISTRIBUTIONS

N.L. Johnson

University of North Carolina

Chapel Hill,North Carolina

1. introduction. In accordance with the title of this talk, I plan to
give a (very) concise description of iork, (vary) nearly all on discrete

di~stributions, published in the period 1969-81. This seems a rather

strange topic for a "keynote" speech, so I will provide m explanation.

My major interest is to illustrate sam personal attitudes towards

research results. Many fields could serve as sources of illustrative

material. I have chosen discrete distributions because, for about the

last two years, Dr. Samuel Kota and I have been collecting material on

this topic for an article for the International Statistical Review (ISR).

So it is a field wherein I feel at howe, and aom of the illustrative

material may be of interest to own of you, even if n•w comnts are not.

The bibliography for the article contains nearly 700 entries, so you

will not be surprised to learn that the Editor of the ISR has asked us to

reduce the length of the article to 9bout 20% of the original (though

he has generously agreed to publish the Whole of the bibliography). So

there is (for ne) a second attraction - the opportunity to draw attention

to a few matters vhich will be m-antioned inadequately - if at all - in the

published article.

It
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In order to make it possible to cover a considerable amount of

material, I will make use of a number of summaries .U note-form, of which

you should have copies. Much of my talk will consist of cetnents on

these.

The collection and classification of the material wa done Jointly

by Dr. Kota and Ielf, but all expressions of opinion are my owm.

2. Preiudices. Before coming to details, a few words about

orejudices. It is, unfortunately, true that many of us - most, I suppose

- sometimes react negatively to the mere title, or general oontent of a

report or paper. (Let me admit to an unreasoning, and unreasonable

hostility to papers on characteriuztions and on Least Squares - plain or

modified). We may be influenced by fashion - a need to appear in accord

with currently dominant prejudices - or w may, in our o experience,

have found the topics to be unrewarding and so, by some sort of

extrapolation decide they are of little importance generally.

Here are two examples of ways in which prejudice can arise - the

first reflecting types of attitude wh•ich are still not unknown; the second

relevant to our present topic.

1) (R. and J. Peto, replying to discussion of their paper

"Asymptotically Efficient Rank Invariant Test Procedures" - J.R. Statist.,

S. 135A (1972), p. 205).

2
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"Ey. analysis of survival data should either be

efficient against tIahmnn alternatives or have a very

clear reason for not being sol the Lhann family is the

"norml" distribution of survival theory."

(My italics. No evidence for the last stat•enwt is presented.)

A more balanced (and honest) approach is provided by N. Mantel in

"Evaluation of Survival Data..." in Cancer Chemotherapy Reorts,5_,

(1966) p. 167.

"It is unlikely that in any real instance in which the two

force-of-mortality functions Z(t1) and Z2 (t) differ that any

sample relationship exdsts between them. In principle, however,

it is possible to determine the power...for alternatives -

zM(t) - kZ2 (t), k 0 1." (These are Lehmann alternatives.)

2) From a review by E.J. Williams of RCSW, Vols. 2/3 (see

References - III) in Australian J.- Statist.., (1973), p. 183:

"After reading sciu of the contributions, this reviewer

would question whether, at this stage of developumnt of the

statistical art:

(1) finding a distribution that fits well to data is a contri-

bution to statistical science, and

(2) the study of a particular form of statistical distribution is

a contribution to statistical theory."

3
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Iam not claiming that these authors were unjustified in their

specific cumunts but I do think that their nodes of orpression can lead

to development of prejudice.I

There will be plenty of prejudice in this talk. As a

counterbalance, it is wall to keep in mind ttiat

(a) The fact that one does no understand wnething is evidence

neither of its value or its lack thereof, though it yreflect lack of

skill in exposition.

(b) It is lazy to judge a paper by its title alone, or a piece of

work by its field.

(c) In judging "applicability," it is iqportant to consider as many

aspects of application as possible and not just those based on personal

experience, howver lengthy or distinguished.

On the other hand,

(d) The appearance of a large nuner of papers on the sa topic in

a brief period of time may not signify that the topic is of lasting

importance. It may just mean that it appears to offer the prospect of

quick results from sall-sale investigations. (This is often the genesis

of a "fashion"), and finally,

(e) It is a salutary exercise to read copies of journals from 10 or

more years ago and to try to assess the reasons why the articles contained

therein wre accepted for publication.

4



S 3. Families (Systems, Classes, etc.) of Distributions. The

construction of new fari lies of distributions still fascinates a number of

Sworke, nrsWelf among them. Age has tempered se= earlier enthusiasm, and

I am now more aware that usefulness, were than novelty# is the essential

property of value. "Unefulness" can be interpreted quite broadly but a

new family should not be too similar to an existing one unless it is also

simpler in soimportant respects.

I believe there is real value in suitable systems - particularly

because they can assist appreciation of relationships among distributions,

The requirement of suitability, however, is important. The mere

yariety and number of distributions included in a system are not, in

themselves, measures of its importance - still less, of its practical

value. (Por example, the class defined by P - 1 is v broad but
x

contributes nothing to understanding.) What matters is the inclusion of

as wide a variety as possible within as specific a formulation as

possible.

(We now refer to Table la.) An outstanding example is the class of

power series distributions (PSD). In fact, it is only the Ox part that

stops them being uselessly general, but this is enough. A conmetitive -

and complementary - system, the factorial series distributions (FSD), has

been introduced in our period.

... .. .. ... ...........



Generalized hvyerueometric series distributions have explicitly

structured b(x) functions. The class is vry broad. Dacey (1972) litst

some 50 mombers of the class, utilizing values of h and k not exceeding 3.

In practical use it is rare to have either h or k won as great as 3.

For one thing, there are (h+k+l) parameters and Occam's Razor is

well-established in distribution construction. ("Fashion" and/or

"Prejudice"?) For another, if w consider the quantities
h k

MU (xl)Px+I/Px 6 fl (ci+x){ IT (b +x)i-ll i-I.

we see that (i) if h and k are not known, it is likely to be difficult to
estimate them,

(ii) ame if h and k are known, values of Ux for quite an

extensive tangs of values of x will be needed eo estimate

6, a,'a and bIs.

Even supposing I - 1 (generalized hy -geomwtric distributions) it is

very doubtful whether much is gained by increasing h and/or k above 2.

The use of U (and similar functions) to systematize search for an
X

appropriate distribution, has much to oommnd it. Ord (1972) has provided

rules for using this approach when h - land k 0 (so that Xis a

linear function of x). (See Table lb.)
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It is easy to wse

(i) how (in principle) this approach can be extended to higher

values of h and k, an

(ii) the considerable technical difficulties likely to arise.

Despite (ii), I think that this kind of approach, with suitable

(approximate) allowance for sapling variation, can be of real value. It
can also provide a way of alssesng when two (or more) distributions-

however attractively named - are likely to be indistinguishable in

particular kinds of applications.

The modified power series distributions (MPSD) are extensions of the

PSD in the sense that when h(M) is invertible they are just PSD's. By

taking h(e) -e/g(e) the interesting Lagrange distributions are

obtained. These use the Lagrange expansion

f (s) W f (0) + J ,.2±DJ-l{[awl vw,())

for the p.g.f. f(s). G(s) is also taken to be a pgf with g'(0) < 1.

Then

xO x-T {[G(t) ]xf (t)) x0

72
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A table from Consul and Shenton (1972) shows a number of special

cases

Assessment of the "value" of this class of distributions needs som

careful balancing. There are useful general formulae for monents, in

terms of cumulants corresponding to f(.) and G( .). It is possible to

approximate binomial and negative binomial distributions quite well with

the Larange double Poisson (e.g. Jain (1974)).

On the other hand, the formal development does not as yet provide

(for me) a very helpful background to comprehend the nature of the

"distributions. Some of these do arise "naturally" in queueing theory

(Shenton and Consul (1973), K=wr (1981)) and in ballot theory (Narayana

(1979)).

A feature of these distributions is that it is often not inwediately

obvious (to me) that IPF a 1. For the "double binomial," for example,

this relationship can be drived from Abel's Identity. There are related

identities (e.g. Riordan (1979)) from which other distributions can be

concocted in a formal my. (See Table ic). Wsther they are all Lagrange

distributions I do not know. In fact, I do not know a general nethod for

deciding whether a given distribution is a Larange Distribution. (The

"practical value" of such knowledge is at present uncertain - prejudice

may suggest it would be only of intellectual value - but it would interest

]me,.

8
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4. Modifications. Now we look at Table 2. There has been considerable

interest in "monkeying about" with distributions. A very simple form is

just increasing (or decreasing) one probability (usually ?) and

decreasing (or increasing) all the others proportionately - giving rise

to" inflated" (or "deflated") distributions. Truncated distributions are
:. ~limiting cases. '

If the adjustments are proportional to the original P? values we

have w•ichted distributions with

Particular cases, such as w a linear function of x, so that

px*iPx a + ax are of interest, because one can fit a standard {Px)

to data {f ) and then study the ratios {fx/Px) as a function of x,

which muy lead to a suitable and simple modification.

"Mixina" (or "compounding") is a well-established form of

modification. The table shows the notation. Note that F . F2 is

usually called a F 2-P 1 distribution (though sometimes it is called

FI-F2 )" By choosing different pairs of F I,F2 s quite a wide range

of distributions can. be obtained. Some relatively recent examples are

described in the references. While interesting discoveries can be made

trom speculative PIF 2 pairings, it is usually more attractive %t en

the mixing arises from a natural model. The subclass of compound Poisson

(i.e. with F Poisson) has been especially popular. There is a

respectable reason for this (i.e. apart from nathematical sinmlicity).

Poisson corresponds to "independence in tine and/or space"e catound

9



Poisson can be detected by comparing data with a fitted Poisson

distribution. (See e.g. Shaked (1980).)

We note, in passing, that "Random Sum" or "generalization"

(F1 v F2) can be expressed as a mixture of convolutions

•INA F2  ("F2 -qeneralization of FI11)

Of pi

New distributions can soamtimhs be found as limits of "old" omes.

Recently Sibuya (1979) obtained digamma and triQauma distributions

as limits of a sero-truncated inverse Polya-Eggenberger distribution.

These are just special sorts of hypergeamtric distributions; of special

interest b•eause of thetr relation to log•eries distributions.

More sweeping modifications can lead to very broad systems, The

Poisdon madification of Bernoulli trials (allowing success probability

to change from trial to trial) which lead to Poisson binomial (to be

distinguished from Poisson-binomial and binomial-Poisson) distribution can

be modified by allowing for dependence betwen trials (see Table 2). The

references given develop, inter aeia, (joint) distribution(s) of total

number(s) of successes. I find these studies of wore use for the general

nature of the results than for their specific form.

5. Damace Models and Characterizations. I have already admitted to a

nogative attitude to work on characterizations. This is based, I

10



believe, on a feeling that characterization depends on a distribution

being followed exactly; the nature and amount of departure from

characterization corresponding to given departure from the assumed

distribution seems to be of little account. It would be an encouraging

sign if characterization research were to be accompanied by som

indication of robustness.

A rather prominent example of the baleful influence of

characterization is in the study of "damage models." In the sinmlest

form, these models include three random variables X, Y and Z with X w Y +
Z1 X represents "undamaged" value, Y represents observbd ("damaged")

value, and Z represents the "damage." (X might be the number of

nonconforming items in a sample; Y the nunwer detected by an inspection

process; then the "damage," Z, is the number of nonconforming itens not

detected in the inspection.)

In 1968, Rao and Rubin showed that if Y and Z are independent and

the conditional distribution of Y, given X is binomial, then Y and Z each

have Poisson distributions. Since then, there have been many variations

on this theme (see Table 3), with the common feature that Y and Z are

mutually independent. Is this assumption likely to be realistic? I have

not seen any investigation of this.

A related topic, which does seem. to have sare virtue, was studied

by Samanlego (1976). He defined "convoluted Poisson" variables

L ...... .. ,, 11



I
(Y X + X where X, and are independent and X, is Poisson)

and finds characterizations of the distribution of Y. It is suggested I A

that Y might represent an "overcounted" Poissn variable.

6. Approximations. Before the advent of powerful computing aids,

approximations were useful because they made calculations feasible which

would otherwise have been impossible. One might expect that with the

present profusion of computing pow.r there would be decreasing interest in

approximat ions. One would be wrong. Just considering approximation of

the tall probabilities of binomial by those of unit normal distributions

we have the quite imposing list shown in Table 4, all published in

1968-80. Similar tables can be constructed for approximations of Poisson

and hypergeometric distributions.

There are varied reasons for these phenomena. Of course, many of

the computer programs, themselves, use approximations. Some

approximations (such as that of a normal by a lognormal or logistic

distribution) can be used to simplify more extensive theoretical analysis.

Sometimes, also, it is useful to have a quick way of calculating an

approximate value. Their major value (in my opinion) is their ability to

present easily compr.ehended pictures of whole sets of results.

12



In addition to these, more or less valid, reasons, we are,

unfortunately, left with the irpression that some approximations have only

their elegance, and me, even, only their novelty, to recommmnnd them.

A hs a general rule the approximation should be rather less complicated than

the quantity being approxinmbad. This does not em to be true for some

iteam in Table 4.

Sometimes it is not entirely clear in which direction the

approximation is most useful. ftr example the Lagrange double Poisson

with parameters \ " N{(l+P) 1 / 2-(1+p)- /2)' •2 l-(I+P)' 1/2

and the negative binomial with parameters NIP are very similar to each

other. Jain (1974) implies that the latter is a useful approximation to

the former, yet many persons would consider the negative binomial

"s##siler" than the double Poisson.

Recently an increase in research on accuracy of established

approximations has been a welcome, though often tedious and rarely

elegant, feature of statistical literature. It is to be hoped that some

way will be found of presenting the results of such research in both more

digestible and more permanent forms (e.g. monographs), combining

I.I
attractive production with careful non-partisan effectiveness.

13



7. Concluding Remarks. You may still feel that I have chosen an

unfortunate topic as a vehicle for these remarks on evaluation of

research. I do not think this is so. Taking the risk of undue repeti-

tiveness, I believe similar assessments would be reached in very many, if

not all fields# especially if one discounts the effect of current,

transitory fashions with their new-found but often ill-founded enthusiams.

I think that we also should allow for the tendency (perhaps

unconscious) to welcome the idea that much research (in other fields than

one's own, and even in one's own field, by other workers) is of little

permanent value, so that there is no need to spend time and effort in

understanding it. It is undoubtedly true that the present organization of

research effort in the world is such that there is nuch waste - both in

redundancy and in publication piecemeal of special results of little

intrinsic interest or value except "novelty." But this does not mean that

we should underestimate the value of all that is published. We still tend

to start with an overoptimistic idea of how much to expect from a piece of

research, quickly followed by disillusionment when reality does not match

up to our preconceptions. We should try to attain a realistic view of

what to expect of "good" research. I suggest this reans that evaluation

has to be delayed for a few years (3 or more, perhaps) to see more clearly

14I ~ ----- --



where the research results stand in relation to the general dmvelcqnmnt of

a subject.

In the specific context of the present talk we can say, I think,

that

(11) Work on now families of discrete distributions has increased

(I) our power to construct useful wathumatical fra•eaorks

and (ii) our ability to apreciate relationships betwen

different frameworks.

(2) Modification of distributions has been systsiatized, and its

possibilities are becoming core clearly realized.

(3) The power and usefulness of aproxirations have been increae•d

and is now more generally appreciated, and mathods of assessing the

acuracy of approximations are becoming better understood.

(4) Although much of the developffent of now nultivariate discrete

distributions has been rather formal, there is a slow growth in

appreciation of the kinds of such distributions now available to the

"analyst.

...
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TABLE I& SYSTEMS OF DISCRETE DISTRIBUTIONS I

( 11(I) POWER SERIES (PSDMeSzOe)) FACTORIAL SERIES CPSDCNjh(~

x x
b(x) *DXS(6) 'e.o CWx A Xh(N) NU ~ h(O)

PSD *1(e;&ce)) PSD(e.1[g(8)}) *

.ju l bj S (1) Zxj- (Ob
m x X

b(j) i nDJ) QJM N hQ

(111)J MUDIJ1I'E P'uWBK 5ERIiii (PSD Chi(E a*e) Ux (h(6)) x

(IV) LAGRANGE CL(G('-). f(.)) (from MPSD with h(S) e /G(e))

Probability generating function (pgf) is f(s)mf(~O) + 1 3~l1 JrDJ'l{oct))Jf'ct)}I30
jal

Usual to take G(s) also a pgf with Ic'(0)I -< 1.

(V) GENERALIZED HYPERGEONIITRIC SRE hk~~(~;)

px 1 h~k('k-0)1 n *(xJ TI b~x~l}.Cex/x1) (X00.1'...)

(If e 1 u~GENERALIZED HYPERGEOM&RI'RC)

(VI)

p cc[SX]/(X] 1 bl~ xjl11 b /.,I) (x , Xj 2COI0lp2 ....
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rREOW [MOM JWIxJ flY!'Y1.Y) -

LIMITS 01; INVE3RSE AUYA-IEJZENIERGI1R (nrI(o)): p1V

80 leads to DIGAN-MA: P.* (OpU+Y) k py))'l aEl/{C(,+Y)E IX, (xl)..

~ 0, at +0 leads to TRIGAM4MA: P . ~c )-I (xl),, Y(X)x] ('l2..

[oi 10 (m 01] IxJ to]

(VII), INV, P0LYA-~EGGENBERGER CTR(a)): P4. [0+ý L ri
mm

(ct ~ x u x xa
j;X 0, 4 excluded)

8*0 loads to I4ULTIVARIATE I3IGAMNA.( Px -gLY C 1

0) Cj O' *~Y with a/C01+Y) eu and *0 leads to

MULTIVARIATE LOGSERIHS: 1* 11 (0 Xi/j

+8 0, *~ 0 with ci / t3, y fixed gives a degenerate distribution]
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TABLE lb SYSTEMS OF DISCRETE DISTRIBUTIONS - II

(Probability rEAios and choice of disrbutit on)
(a-x)P 1  xP

01 1 2-
x X o b1.x4 x() x PX, 1) .b2(x!

If plot of Ux against x is Zinear then b2  0 'and distribution is indicated by

"propertiOs of tho linoar rolation U w x + (a-x)/I1;i: x

INTERCu'rT ("Uo"1) SLOPE DISTRIBUTIONF0

, > 0 Poisson CO)

(n4l)p/q > 0 -p/q < 0 Binomial (n,p)

(N-1)P/Q > 0 P/Q > 0 Negative Binomial (N,P)

-r < 0 > 0 Logseries (O)

0 1 Discrete rectangular

(POISSON BINOMIAL]

(IX) P" P~l2 1 Pr[ .C~n -X w ] 0I. ~)

Additive systum: i R PI, }, / 1)
(p p1 2}- ~j- a<b{a1 a 1)

Multiplicative system: P1 - N1
a<b aib

m
MX) ixu(pgf of multinomial is CI Pjsj)n

MULTINOMIAL BINOMIAL: pgf isI E Z 0 F p n, J(l'p q...-p
a 1 0 a 2 0 a~0 %N u

MULTINOMIAL MULTINOMIAL: pgf is as above, but some (at least) of the

h'Is have upper limits greater than 1.
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TABLE le SYSTEms op uISTRIBUTrIONS - III

(XI) "ABEL" DISTRIBUTIONS

UASI-BINOMIAL 1: p czQ0IT n().@"+Tx) I*1{.~lX)l

QUASI-BINOMIAL II-, ixa(~ ) -1 -(n-1) n flr
(01++nT) )(4

(x *Oolo...,n) QUASI-HYPORGBOMETRIC: P,~ I

M+I O T n xI(a O Tk

Q, 
X6 

( +T~njul

n nx



L'AIU~ I IIJ P,ý I(:1'1A'r N Mf11110 I

lii XXI) a) JNPLATION AND t)JWIAJ'ION

a 0 m> Wfated dlý.trtbution; a < .0 -> dhfZated dliq~rihution

01 *P Wo trnmoatad distribution (ospocially with x 0

o 0)

00

x ~ wP/w~ (0, a adG)eos isrbto

-0

00

(XVII)b) LOHG1TNORA-OSO PIO

(XIVIIa)MIXNG (Som xmlso COAUSSIAN-POISSON Poi(O) A G-~ GPOS')-
e

(XIX) (XI )'II3IISSI3L AALPOISSONiI3BSS)) AB-POISSO

(XX) NIIGTIV PINOMIAL-POISSON Poi(C) A Nog.Bfncio(n(h,>

BII) LONOMIAL- POISSON Poi(0) A iN(n,p)2

*(vI NES SI3T-BIN IiAL -O O oin(no) A Geaus1 (M.0 2

p
(XXII) Geaie by(O tAin p * Bc wthc -%otMa

(I)(XIXI)fBSE FPISD(N,{h(N))L) aPSD6g() (sowal apln

CXX, EGTIE INMIL-OISONPo(O ANa.Bn(,P

BINMIA-POSSO Pl~e A in23p

BETA-BINOMIAL............... -. j)..- .--- --- ---- .,_



id

RANDOM SUM is a special sort of mixing

F* A G, (also called 'G-generalieCd IF')

N

(XXIII) (Poisson (e) has pgf exp{O(s-1))

HERMITS has pgf oxp{8 1(s-j)+e 2 _s2-)},.

(XXIV) GENERALIZED HERMITE has pgf exp(e8(s.l),OQ (s I))} (m>2).

(XXIV)' GENERALIZED G1,G 2 -HERMITE has pgf exp(OI(cI(s)-l)+ 11 (2( m)-l)
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TABLE~ 3 DA\MAGE~ MODU~ CHARACTERIZATIONS

If Y and Z ire mutually independent and distribution of Y, given

(X+J) is; then distributions of Y and are:

(XXV) ýBh~inoia Poissoili

IHypercomomtric Negative Binomial
110ly&U Ilype~rgeometric

(XXVI) Multlno01n1uI Indopendent Poisson4

Multivariluto Iypergonomtric Mult~varlate Negative Binomial

(XXVII) QULaIM 11bI 111kiL I Lugronge~ double Poisson

Quasi-hypergeunmotric Quasi-binomial I

Q110w1pol -liy qjunsI -hypergeomotri c
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x
TABLE 4 APPROXIMATE sourrI'oNS 01: Vu 0 ()A 1 -(P)

(qa1-p; 6m * x44-np)/V'(npq); 0 (u) uVr fI exp C-it 2)dt)

(XXVIII) log("~x){jgXinpI

(XXIX) 2a7 (np1 -L4(-P)6x-(.-14pq)6 }(npq)1x 6x 72;Px

(XXX) 2 1 -I- )

V/{ (n+1 ))pq}

S1[2{((x4) 1wgP'4) + (n-x-.4) logflX)]~np) nq
(x 1

x) / (n +-.:-
(XXXI) 3' N)t/(l-t)1 3 dt

(XI)/(4x+3)q) (o v'os4x1p g00 P 0. 95)

(XXI) av'&x~l)q) - /(n-x)p~j cp 0.05, p > 0195)

(XXXIII) (x*-n*p)//(n*pql) with x* x +Cu+2); n* n. +(2112+2)

(iteration needed)

(XXXIV) (1+2C6 +c 2 Agfl(4-p c for p 4(c-3(q-p) l(npq)ý)
3

~''/(12n+1) cos(Ir4 + cos (36V/36 n(12n+l) }] for p 4
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THE GEORGE WASHINGTON UNIVERSITY
School of Engineering and Applied Science

Institute for Reliability and Risk Analysis

THE U.S, ARMY (BRL'S) KINETIC ENERGY PENETRATOR
PROBLEM: ESTIMATING THE PROBABILITY OF

RESPONSE FOR A GIVEN STIMULUS

Thomas A. Mazzuchi
Nozer D. Singpurwalla

1. STATEMENT OF THE PROBLEM

The following statement of the problem is based on our several

discussions with Dr. Robert L. Launer of the Army Research Office, Re-

search Triangle Park, North Carolina, and Dr. J. Richard Moore of the

Ballistic Research Laboratory (BRL), Aberdeen Proving Ground, Maryland.

The crew compartment of an army vehicle is protected by a certain

kind of material which we will refer to as an "armor plate." It is

desired to test the strength of this armor plate so that we may be able

to assess its appropriateness for vse on the vehicle.

In order to do this, a 10' x 10' specimen of the armor plate is

taken, and a projectile is fired from a gun which is aimed at different

points on the plate. In Figure, .1 below, we indicate a possible firing

pattern according to which the gun is aimed.

Typically, the distance between the muzzle of the gun and the

target is about 200 meters, and the velocity of the projectile, measured

28
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l 0 0 0

0 0 0

Figure 1.1--Illustration of a firing pattern of a gun.

between two conveniently located points between the gun and the target

is about 5000 feet par second.

The projectile is known as the "penetrator," and the outcome of

each firing is described by a binary variable which takes the value 1 if

the penetrator defeats the target, and the value 0 if the penetrator

fails to defeat the tArget. The penetrator induces a stress on the armor;

the stress is a function of two quantities, the "striking velocity" and

the "angle of fire." the striking velocity, also known as the "stimulus,"

is the velocity with which the penetrator strikes the armor, whereas

the anole of fire 0 (indicated in Figure 1.2 below) is the amount by

which the armor plate is tilted.

Angle of Fire e

Armor Plate •Line of Fire

Figure 1.2--Illustration of the angle of fire.
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j Both the armor specimen and the penetrator are very expensive and

thus the testing has to be kept to a bare minimum. One strategy that

has been adopted is to fix the angle of fire, say at 8* , and then to

fire the penetrator at different striking velocities. After each firing,

a record is made of whether the penetrator defeated the target or not.

It is assumed that the striking velocity can be measured without any

error.
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2. GOALS, OBJECTIVES, AND SOME COMMENTS
ON CURRENT APPROACHES

Given that our goal is to be able to assess the appropriateness

of the armor plate for use on a vehicle, our objective should be to es-

timate the relationship between the striking velocity (the stimulus) and

the probability of penetration (a response of 1). This is illustrated

in Figure 2,1, wherein it is assumed that the probability of penetration

is a nondecreasing function of the stimulus.

The situation described above is identical to the one encountered

in "bioassay experiments," and "low dode radiation experiments," in which

the relationship mentioned before is known as the quantal response curve.

The dome level of a drug is the stimulus, and interest generally centers

around V.5 , the stimulun st which the probability of response is .5

Since it is possible to subject more than one animal to a particular

dose level, the number of tests at each value of the stimulus can be

more than one. Furthermore, tests are often conducted at several dose

levels, and thus the large sample theory which typically justifies in-

ference from bioassay experiments is adequately substantiated.

1.. Quantal Response
Curve

Probability of ---........
Pene trat ion

Stimulus, V
0 Vo v.5

Figure 2.1--Probability of penetration vs. stimulus.
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Despite these conspicuous differences between bioassay experi-

mentation and the problem described here, the methodology and techniques

of the former have been directly adopted for use in the latter. In so

doing, a serious compromise has been made--the estimation of V 5

rather than the entire quantal response curve, has been made the domi-

nant issue of the kinetic energy penetration problem. Specifically, the

BRL's commonly used "Langley Method" (Rothman, Alexander, and Zimmerman

(1965, pp. 55-58)) and the "Up and Down Method" fop. cit., pp. 101-103]

focus exclusive attention on the estimation of V 5

The typical approach used in bioassay for estimating V is to.5
assume that the probability of response p is an arbitrary nondecreaeing

function of the stimulus V , specified via the relationship

p -

where F is a distribution function determined by a symmetrical density

function with location parameter P "and scale parameter a . Often F

is taken to be the normal distribution function

x I s 2
F(x) -• e- do

or the logistic distribution function F(x) w (1 - e'X) -

The data from a bioassay experiment consists of ni , the number

of subjects receiving stimulus Vi , i-l,,..,K , and Xi, j-l,...,n,

where

Xii H 1 if the J subject responds under stimulus Vi, and

- 0 , otherwise.

Given the data (niXlj) , i.i,..,K , jul....,,ni , the param-

eters U and a are estimated using the method of maximum likelihood,
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under the assumption that the test results can be judged independent.

Once p and a are estimated, the estimation of V follows from

the fact that F ý the tolerance distribution, has been specified. Non-

parametric and robust estimators of V 3 , such as the Spearman-Ka.ber

estimator, the L-estimator, the M--estimator, and the Tukey Biweight es-

timator, have also been obttlnted, all under the assumption that the

density function giving F is symmetric. These estimators have been

discussed by Miller and Halpern (1979). Furthermore, it has been empir-

ically shown that for the estimation of V. it does not matter what

specific form is chosen for F ; many of the commonly used nonparametric

estimators yield identical estimates of V, 5 , an long an symmetry is

assumed.

A drawback of the assumption of symmetry is that the estimate of

the probability of response when the stimulus is zero is nonzero,

Whereas this may not be too disturbing in bioassay with its emphasis on

V.5 , in the problem considered here and the low dose radiation experi-

mentation, such an estimate would be clearly unacceptable. A zero value

of the stimulus should correspond to a zero value for the probability of

response,

In view of the above difficulty, the paucity of data at each

level of the stimulus, and our inability to specify a functional form

of F which has some practical merit, we are motivated to advonate a

Bayesian approach for the solution of this problem, Our approach is

described in Section 3.
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3. AN OUTLINE OF A BAYESIAN APPROACH i
A Bayesian approach to the bioassay problem was first proposed by

Kraft and Van Sedan in 1964, and was more fully developed by Ramsey in

1972. We consider here the theme proposed by Ramsey; extensions of

this theme are considered by Shaked and Singpurwalla (1982).

Let 0 E V < V1 < .. < VM < VM+l be M distinct levels

of the stimulus at which the target (armor plate) is tested; M is

chosen in advance. The outcome of a test at Vi is described by a

binary (0,1) variable X, , where X,- 1 if the penetrator with a

striking velocity Vi defeats the target. Let pi a P(Ximl} i=l,...,M ,

and without loss of generality, we assume that

0 PO < Pl < P2 < .. < PM < PM+ 1 (3,1)

it is always possible to choose V1  and V. which satisfy the above

inequality.

Given X •one goal is to estimate the unknown

p'a , =I-,...,M ,subject to the inequalities (3.1). Another goal is

t:o estimate pj , for some j#i , such that if Vi Vj < Vi+1 , the

estimates satisfy Pi < < p i.l , iul,...,X ; this pertains to esti-

mating the probability of response at a stimulus where no target was

tested. Yet a third goal would be to estimate the largest stimulus,

say Va . for which p a , where 0 < a < i. is specified.

Ramsey's approach for achieving the above goals is to assign a

Dirichlet as a prior distribution for the successive differences

SPl P2"Pl ..'p PM'PM-l ' and then to use the modal value of the
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resulting joint posterior distribution as a Bayes point estimate of

(pl,,.,,pM) . The modal value is computed with the inequalities (3.1)

being satisfied. The modal value of the posterior distribution, if

unique, is also known as the generalized maximum likelihood estimator

(see DeGroot (1970, p. 236)], and is used as a Bayes estimator when we

do not wish to specify a particular loss function. Having estimated

the pi's s the estimation of pj and V i is undertaken via an inter-

polation procedure,

Specifically, if ti a 0 , i-l,..., , and 8 > 0 are constants

such that J 1 , then the prior density function r is of the

form

~M+i at)i
R (p" P (3.2)

It is important to note that when averaging according to it in-
tegration must be done with respect to dp / dp i 1 lM+l (Pi " Pi-l)

Since 14 has been prechosen, the stopping rule is clearly de-

lineated, and so the likelihood for the response probabllities at the

observed stresses in

M X l-X
n Pi (U - p) .(3.3)i-l

The joint density function of the posterior distribution of

Pis,...,pM is proportional to the product of the prior density function

(3.2) and the likolihood function (3.3). Thus
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f(pl,. ,PM IX3 1 X6. )

M+- (1  l1

-M+1

Ramsey has not bean able to obtain the posterior marginal dils-

tributions of pi , i1I,...,M , nor has he commented on any aspects of

these distributions. He uses a nonlinear programming algorithm to ob-

tain ( " ) , the modal value of (3.4), subject to the constraint

that A < A* ^ ; this is his Bayes estimator of (p 1 ... ,pM)

In contrast to this Mazzuchi (1982) has been able to obtain all the

moments of the marginal posterior distribution of the pi , i-l,...,M ,

This work of Mazzuchi's represents an extension of Ramsey's results,

and is one that takes us a step closer to a fully Bayesian analysis.

The moments can be used to approximate the marginal poskerior distri-

butions of the pi's using the techniques given in Elderton and Johnson!i'
T (1969). The approximated posterior distributions give us a measure of

uncertainty associated with our using the first moment of the marginal

poster'ior distribution of pi , i-1,..,,M , as our Bayes estimate of

Pi . The first moment of the marginal posterior distribution is used as

a Bayes estimator when we are willing to assume the square error as a

loss function, The formulae for the moments and their use for approxi-

mating the marginal posterior distributions are given in Appendix A.

The computational effort required to compute the moments men-

tioned above increases with M . Thus there is a trade-off between the

convenience of using an optimization algorithm to obtain the modal value

* •
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of (3.4), versus the laborious computational effort involved in obtain-

in& several moments of each of the M posterior marginal distributions,

The optimization algorithm cited above is based on the "Sequential

Unconstrained Minimization Technique" (SUMT) of Piacco and McCormick

(1968). A computer code which adopts SUMT for the problem considered

here is described by Mazzuchi and Soyer (1982). This code can also be

used for the computation of the moments of the marginal posterior dis-

tributions of the pi iol,...,M a

3.1 Specification of the Prior Parameters

In order to implement the Bayesian procedure, we need to specify

the prior parameters mi , i-l,...M I and g , given in (3.2). In order

to do this, we observe (see Ramsey) that ui -P " - iml,""M '

has a beta distribution on the unit interval (denoted as

U Beta(ai, M(1 - ad; 0,1)) ,

f f(ui; 041, 0(1-01)) If (Oai r(i i) "i (I"ui) 0 < ui <

with

E(ui) 0 , and (3.5)

C1 U - 0i)

Var(ui) . (3.6)

If Pt denotes our best prior guess about P1 , consistent with

the fact that the P*'s increase in i , then the a's can be ob-

tained via (3.5) as
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F1

P*" • P*- i-2,...,M,

and

%+~1 " -P*.

In order to choose the parameter 8 , we need co have some idea

about the uncertainty associated with our choic3 of p* . This in

practice can be done in one of the following two ways:

(i) Suppose that in addition to P* our best guess about the

variance of p1  is Var(pl) . Then, substituting a, p

in (3.6), we have

Var(u') - Var(p1 ) " ( -

so that

Var(p)-" 1 if (3 O

S0 otherwise.

Note that 8 " 0 corresponds to the case of isotonic

regression.

(ii) Often in practice [cf. McDonald (1979)], associated with

the best guess value p* , a user is able to specify 'two

numbers at > 0 and b* < 1 , such that for some y1

(specified by the user), 0 < 71 < 1
'•PW e '• Pl <b*) - Yi,.

1* 1-1

Since pl Beta(aai, 3('-a 0,) ,given pf, we set

- p'nd find that value of such that
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•, a• ~r(•~~((-l)P (I-PI) dpl 1 -Y1

1 a 1 m -T)P•'• (3.7)

-,Suppose, further, that for any one or more of the indices

i , 2,..,M a user is also able to specify two numbers

at> p 1 -, and bt . , such that for some y. (speci-

fied by the user), 0 < Yt < ,

[Then, using the fhet (see Ramsey) that

iIIi "f(pi Pt11 a•lci,) , says

we can find the smallest value of 8 , , which satisfiesi

(3.7) and (3.8), where!bt
I f(pi t 0- 1)dp1  * I- pt (3.8)

i
k'' with i p" -• P•- ' i"2,.,.,M.

A computer code which determines the smallest value of • described

above is available; the details of this program are given by Mazzuchi

and Sayer (1982). Our reason for choosing the smallest value of 0

stems from the fact that large values of 0 give a very strong prior,

with the reasult that even a large amount of failure data will not change

our prior distribution.
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3,2 Interpolation Procedure and the
Estimation of Quantiles

Let the M.dimensional point
+ A.

"if the first moments of the marginal poste-
rior are

used as the Bares estimator of (pl,...,pM)•

Suppose that we wish to estimate p, for some JO i i-l,...,M ,

where Vi < V < V Let p* be our best prior guess of pj the

probability of response at a nonexpevimentai impulse V . Then, follow-

ing Ramsey, we pick p• in such a manner that

+ + + + 
(

Pi+l Pj Pi •ii

For the estimation of V. , the ath quantile (0 < • < 1) , we

first see if there is ar. observatiotLstimulus, sa: Vi , for which
+Pi a If so, then Vi is our Bayes estimate of Vat If not, we

determine the pair of observational impulse6, say Vi and V , for

which pi < a < pi+l ' Since the probabIlity of response rurve is as-

suited to be increasing, the straight line segment Joining the points
+ + + +

0, Plo ... v p pi+l' "". p M , will be an incrcasing function of i
+ V V+< tfo

We shall find that value of the impulse, say V + V < , < V for
+

which p. a
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4. APPLICATION TO SOME BRL DATA

In Appendix B we present eight sets of data labelled 1, 2, 3, 4,

6, 7, 8, and 9, pertaining to 60 kinetic energy penetration tests.

These data were given to us by Dr. Moore of BRL and have been carefully

sanitized to maintain confidentiality. Data sets labelled 5 and 10,

also given to us by Dr. Moore, have been eliminated from consideration

because the striking velocity for these data is much too different from

those of the other sets. All the 10 sets of data were obtained sequen-

tially over time, in the sense that data set 1 was the first one to be

obtained, followed by data set 2 (obtained after some lapse of time),

and so on, until we reach data set 9, which is the last considered here.

To the best of our knowledge, all eight data sets are assumed to have

been collected under identical conditions. That is, thire is no indica-

tion that, except for differences in striking velocity, the material and

the methods of tusting used for data.-et 1 are different from those used

in data set 2, and so on. This, plus the sequential nature of the data,

enables us to use the posterior obtained from one data set as the prior

fur the next set, and Go on, until we obtain the posterior using data

set 9, which then gives our final estimate of the response curve.

Data set 1 consists of 13 observations taken at striking veloci-

ties ranging from 128.60 (in some unspecified units) to 166.16. The

result of each test is indicated by a binary variable X The best

prior guess values p* , necessary to choose the prior parameters a,

were not specified by BRL. However, what appears to be reasonable is to

assume that the probability of response at a striking velocity of 100 is

close to zero, and that at a striking velocity of 200 it is almost 1.
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Thus we make an arbitrary choice for p* say p*0 ,b etn

P1 - exp[-.07(Vi - 100)] . Data on striking velocities outside the

range of 100 to 200 were excluded. Despite this arbitrary choice of

P*0 we shall see how even a scant amount of data significantly changes

the posterior response curve, provided that the smoothing parameter 8

is not too large. Three values of 8 were also chosen arbitrarily;

these are 1, 10, and 25. Recall that small values of 8 tend to em-

phasize tbe data, whereas large values of $ tend to emphasize the

prior distribution. In Appendix B we show our analysis for the case

of 8"10.

Since, in reality', the data are generated soquraktially over time,

our first step would be to revise the best prior guess values p*O ,

i-l,...,61 , based on data set 1 alone, The posterior (modal) values
+

corresponding to the striking velocities of data set 1, pil will be

the revised values of p*0  for i-1,...,13 ; these are given in column

5 of the table in Appendix B. The revised valuet of p 0 . for i-4,...,61

+
are obtained via the interpolation formula (3.9), using Pil 1-1,....13

and p*o 9 i-14,...,61 . Let the revised values of p*C , i-14,...,61

be denoted by p*I ; these too are shown in column 5 of the table in

Appendix B.

Upon receiving data set 2, we revise the values p 1 0 i-14,...,19 ,

by the posterior modal values corresponding to the six striking veloci-

ties of data set 2. We denote these revised values by P + , "."

these are given in column 5 of the table in Appendix B. The revised

values of p*I , i-20,...,61 , are obtained by interpolation, using

42I



+ +
Pi i-il...,13 p p 2  iu14,...,19 , and p•I 1 i-20,...,61 ; we

denote these revised values by p*2 , i20,...,61 , and show them in

column 6.

We continue the above scheme of systematically revising the

Pig's either via the posterior modal values or by interpolation, until

we incorporate the affect of all eight sets of data. Data set 9, the

last one considered here, consists of eight observations taken at start-

in$ velocities ranging from V5 4 - 144.83 to V6 1 o 198.94 . The pos-

terior modal values corresponding to the striking velocities of data set

++9, Pis 0 io541*..,61 p are given in column 12; the interpolated values

p• 7 required to obtain the pi 8 s are given in acrtumn 11. Since the

"p•'7 s incorporate the results of the previous seven sets of data we

claim that the final posterior modal values p14 , i854,..,6l , are

based on the results of all the testing. Had we ignored the sequential

nature of the data and computed the posterior modal values by using

Bayes Theorem on the best prior guess values p•O , i1,...,61 , then

the posterior modal values corresponding to V14  through V61 would be

different from the p, values, 1-14,...,61 , given in the table. This

difference is due to the interpolation scheme that is used to constantly

revise the best prior guess ralues, when we consider the data sets

sequentially.

A plot of +i8 versus Vi , i-54,...,61 , represents our final

estimate of the quantal response curve. Estimates of the probabilities

of response at striking velocities different from V, , i-54,...,61 ,

can be obtained using the interpolation formula (3.9). When we use

the interpolation formula to obtain an estimate of pj . for some
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J-1,.o.,53 , we need to specify a value p* the best prior guess value

of pj . Suppose that the index j appears in data set k , for some

k < 9 ; then for pI d we will usehave in-wek wil Ine sodinw wl n

corporated the effect of the last data set, data set 9, in our obtaining

• the estimate of pj * and thus achieve a certain amount of smoothness.

Note that the effsect of the data sets between kc and 9'is alreAdy pros-

+
ant in our estimates pigs la540,..,,61 , and these are used in our in-
terpolation scheme. For example, suppose that we wish to estimate the

probability of response at a 4triking velocity of 158.52, This striking

velocity occurs in data set 2, and lies between the striklng velocities

I I 148.97 and 159.15 of data set 9. The index j corresponding to the+
value 158,82 is 17. To use (3.9), we identify p*+I and Pi+l as

+
being .70499 and .53014, respectively, pt and pi as .62881 and

.42386 (see data set 9), and p• as .64436 (see data set 2), and com..

puts p+ as our estimate of pj N

In Figures 4,1, 4.2, and 4,3, we show plots of our Bayes estimate

of the probability of response at the eight striking velocit:ies of data

set 9, for 1 - 1, 10, and 25 , respectively. Also shown are the 90%

probability of coverage intervals for each estimate. These intervals

are obtained using the moments of the posterior distributions of p,

1-54,,..,61 , and then using the techniques of Elderton and Johnson

(1969) to approximate the posterior distributions--see Appendix A. On

each of these figures we also dhow a graph of our best guess values

P*o 'i-l,...,61 ; these enable us to iee how the data have changed our

prior estimates. We observe that the 90g probability of coverage inter-

vale tend to be small in the middle of the range of the striking velocitei.
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In Figure 4.4, we superimpose the ploto of Figures 4.1, 4.2, and 4.3, in

order to give a perspective of the effect of 8 in our computationa.

It appears that our Bayes estimates for the three cases of 8 - 1p 10,

and 25 tend to converge toward each other; this is to be expected,

inne we have 61 observations with which we revise our prior

probabilities.
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APPENDIX A

Moments of the Marginal Posterior Distributions

The moments of the.posterlor distribution of p1 , i-l,...M

have been obtained by Mazeuchi (1982); a formula for obtaining these is

T, given below. A computer code which facilitates the computation of the

S..moments ts described by Mazsuchi and Soyer (X982).

Let X 1- Xi i-l, ,,MI B(alb)- r(a)r(b)/ r(a+b) and

- X. 1i 1n,, ,

I Mif i- HM- r -M -I i

Then, for Zml,2,...

r-0M r 1M i
so* *. ? .. I (-l)i T1 B~ I X* h +rpOil

r NO rkWO iU' (J-1

where

i Xotherwise.

These moments can be used to approximate the posterior distribu-

tion of p, , f(p1 ) , iol,...,M . In order to do this, we consider a

system of frequency curves described by Elderton and Johnson (1969)

which are based on the transforms of a standard normal variate Z

The system of curves which is appropriate to our problem is that referred

to as the "bounded system of curves," denoted by Elderton and Johnson

(1969, p. 123) as SB , and described by

Z * y + 6 Ln[(pi- e)/ (C + X- p1)] , C < c+ s
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where y , 6 , , and e are parameters whose values are determined

by the first four moments of f(pi) about its mean.

Hill, Hill, and Holder (1976) give a computer code which dater-

mines y , 6 , , and C from the first four moments of f(pi) about

its mean. Since it was assumed that pi_1 < pi < p i+,, we estimate

X and C from the Bayesian estimates of the p1 ; y and 6 are ob-

tained from the computer code. Having obtained theme parameters, the

distribution f(pi) is obtained from Elderton and Johnson (1969, p.

130) as
. N ~ -1-1 P' l21

f(p1 ) [('"( -' -- eII (YF~ +j UntfI 1.
C <C piC + p

where N in our case is L.

In order to obtain the approximate (1-y)% probability of coverage

intervals for each pi , which contain its Bayes estimate pI (mode or

mean), we use the fact that since

z - y + 69,n[(pit-)/(e:+),-p)] , C < Pi < C + X

-2.

Pi " x[Yl + 1] + C

Thus, to find two numbers, a and b , such that

P~p + -a<pi< +b) + 1-b)

we use

P -dtn - 1 +y<.zs<-6n + - 6,
P-a-BC p -+b )

and solve for a and b by setting
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-t6.1n 1+ - Z_(Y/ 2 )(p-a-C

and

-•,n•-•--- 1+y -s6/2,

"r z/ is the (l-(6/2))th percentile of a standard normal distri-

bution. Taking c " max(ab) , we form our interval

Pr{P - c < pi < P+ + > -

These intervals may not be symmetric about the mean or modal estimate.

This case arises when the boundaries of the probability of coverage

interval exceed the boundary of the variable. In such cases the variable

boundary is used as the boundary of the probability of coverage interval.

The probability of any symmetric interval about the mean or modal esti-

mate may be obtained by proceeding iu the reverse or the above and

evaluating the interval for the standard uormal variate.
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APPENDIX A

In the table below we give values of the striking velocity V1

the response X, and the bast prior guesa values PV , i-n,..., 61

for the eight sets of data described in Section 4. We also shou,, for

10 the revised values of P P * or pf based on data set

j , J-1,2,3,4p6.7,809
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SUPERMARTINGALES AND CRITERIA FOR
RECURRENCE AND TRANSIENCE OF ?lARKOV CHAINS

Mary Anne Maher
Army Materiel Test and Evaluation Directorate

, US Army White Sands Missile Range
White Sands Missile Range, NM 88002

Abstract

For an irreducible Markov chain whose time parameter is discrete and whose

state space Is a countable discrete set, criteria for recurrence and transience

are obtained by constructing supermartingales. These constructions are exten-

sions of Foster's criteria for recurrence and transience in tems of inequali-

ties; and they are similar to the construction of Lyapunov functions in dynami-

cal systems. Examples to which the criteria are applied include: pairs of

queues with priorities, paive of queues in parallel, two-dimensional positive

random walks, and competition processes.

f~ir
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1. Introduction

Either the states of an irreducible Markov chain are recurrent or they are

transient. To determine which occurs is the first step in analysing the chain.

For recurrent chains, the next step is to determine the frequency'of visits

of the sample paths to each state. For transient chains, the next step is to

determine the asymptotic behavior of the sample paths. This paper deals with

criteria to distinguish between recurrence and transience which are obtained

by the construction of non-negative supermartingales. This method is similar

to the construction of Lyapunov functions to analyze the stability of dynamical

systems.

Section Two conta$ns the statements of the criteria and their proofs. The

results presented there are extensions of the criteria obtained by Foster (1951,

1952, 1953) for recurrence and transience in terms of inequalities. Recently

Mertens, Samuel-Cahn, and Zamir (1977, 1978) have also used supermartingales to

obtain necessary and sufficient conditions for recurrence and transience of

Markov chains.

Section Three deals with specific examples: pairs of queues with priorities,

pairs of queues in parallel, two-dimensional positive random walks, and competi-

/•' tion processes. Criteria for posItive recurrence and transience have boon
obtained previously for these examples: for priority queues, by Kesten and

Runnenburg (1957); for parallel queues, by Kingman (1961b); for two-dimensional

positive random walks, by Kingman (1961a) and Malysev (1972); and for competi-

tion processes, by Iglehart (1964) and Reuter (1961). However, the proofs pre-

sented here are different from those in the papers cited above.
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2. Criteria for Recurrence and Transience

Let (Zn: n • te denote a stationary Markov chain whose time parameter is

discrete and whose state space is a countable discrete set, S. Throughout this

paper, the undorlying probability space (nP) is fixed with fl the sot of so-

quences of elements of S and with F the sigma-field generated by the finite-

dimensional cylinder sets. Then the random variables (Zn: n > 0) are simply

the coordinate functions on the product space n. The chain is governed by a

transition function P(z,z'3 defined for elements a, z' of S. Such a transition

function determines a family of probability measures (P : z WS) on the measure
z

space (fl 1P). Namely, to a cylinder set of the form r k Zi a s), the measure

Pz a&signs the value 6(C%0,a)Ri= POsi; zi tl). (Hors, the value 6(z,,a) is

equal to one if azw0 and to zero otherwise). Finally, it is assumed that tho

chain is irreducible. Then, given two points, a and z' of S, there are a posi-

tive integer k and points zIs 3
2 "'".,ak Of S such that the product

I ial- zi*il))P( khS°) is positive.

Either tho states of an irroduciblo Markov chain arc rocurroat or they uru

transient. The distinction is that the typical sample path of a recurrent

chain visits every state infinitely often while the typical path of a transient

chain does not visit any, state infinitely often. Formally, the chain is recur-

rent if there exist a point z' of S and a finite subset A' of S such that the

probability P .(Zn c infinitely often) is positive. Moreover, if this occurs

then for any point z and any finite subset A of So the probability Pz(ZncA i.o.)

is equal to one. The chain is transient if there exist a point z' of S and a

finite subset A' of S for which the probability P, 3 {ZcA'i.o.) it equal to zero.
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For a subset A of S, the stopping time TA is the non-negative random varl-

able defined by:

TA * min {n>.l: Z nAl if the set is not empty;
TA ~ nI•+ otherwise. !i

For recurrent chains, the probability P ({TA < ) is equal to one for any point

z of S and any subset A of S. A recurrent chain is positive recurrent if thera

exist a point z' of S and a finite subset A' of S - {:1 for which EzA(TA') is

finite. (Here, 2 refers to the integral with respect to the measure P2 .)

Positive recurrent chains are exactly those which admit an invariant probability

measure, See Chung (1967) or Freedman (1971) for a more complete discussion of

these results.

To show that an irreducible chain is transient it is enough to show that

its sample paths cannot visit certain states infinitely often. To show that

an irreducible chain is recurrent it is enough to show that paths whose initial

point is outside a fixed finite set are certain to hit that set. These are the

basic ideas of the results which follow. Their proofs make use of the notion

of a supermartingale and of the convergence theorem for non-negative supermartin-

gales. The necessary material is summarized in Appendix A.

Theorem 2.1. Let (Zn: n>..o denote a stationary Markov chain taking values in

countable discrete set S. Suppose that there exists a non-negative function *,
defined on S, for which

(2.2) R ($(Zn+ 1 )IZn 0 z) < O(z) for all z S. If 0 is not constant and if

all states of the chain communicate, then the chain is transient.

Proof. Let z and zo be two points of S for which *(z) 0 O(z'). The sequence

(Opd: 0n>6O is a non-negative supermartingale; it converges almost everywhere
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with respect to the measure P2. Since all states communicate, paths of a recur-

rent chain would visit infinitely often each of the points z and z'. But this

contradicts the convergence of the sequence {O(Zn): n>.O).

Theorem 2,3. Let {ZY: n•) denote a stationary Markov chain whose state space

is the countable discrete set S. Suppose that there exists a sequence {*n: n>O)

of non-negative functions on S for which

(2.4) E01(Zn0i)IZn (Z) 5 .nCz) for all zeS. If all states of the chain

communicate, and if there is a point :tS for which

(2.5) lim *n then the chain is transient.

Proof. Let z be a stste of S for which the property (2.5) holds. The non-

negative supermartingsale (n(Zn):n) converges almost everywhere to a finite

limit with respect to the measure P1. Sample paths of a recurrent chain would

i/ return infinitely often to the initial state z; but then (2.5) contradicts the

result of the convergence theorem.

Mertens, Samuel-Cahn, and Zamir (1077) have obtained independently the next

result with a similar proof.

Theorem 2.6. Let (Z: n>Q) denote a stationary, irreducible Markov chain tak-
Sn -

ing values in a countable, discrete set S. If there exists a finite subset

SA of S end a non-negative function *, defined on S, for which

(2.7) E(f(Zn+1 )lZn = z) $(z) forz O A, and

(2.8) (z: *(z)<M} is a finite set for all WO,

then the chain is recurrent.

Proof. Let m w inf {O(z): zcS}. From (2.8), it follows that there are states

z1 and z of S for which *(z1) a m, *(z2)>}(zl), and also PQZn÷1 a z2IZn 1

Since the inequality (2.7) cannot hold for z1, the exceptional set A is not empty.
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Let %cS-A. To show that the chain is recurrent, it is sufficient to show

that its sample paths hit A almost surely hith respect to the probability mea-

sure P . The non-negative supermartingale (CZ(nATA))} converges almost every-
z

where, Because the chain is irreducible, it follows from (2.8) that

P(liim sup n •(Zn) < * Q, Thus, convergence of the sequence {0(2(MTA))T

implies that paths from z hit A almost surely.

The remaining results of this section refer specifically to irreducible

in dchains (Z : n>o} on the integral lattice Z in R of points whose coordinatesn +o nteitga atc
d

are non-negative integers. For any vector W - (W1 , W2...,Wd) c R the "ex-

ponential" W denotes the product

_ Zn •__d _ Z_ i)withz (Z (1), Z(2),...,Z~d)).
i=I n n n n n

Proposition 2.9. If there exists a vector W * (WI, W2 ... ,Wd) whose components

are strictly positive and which satisfies

zi - z
(2.10) E(W 1 0 z) < 1 for all z e £ then the chain is tran-

sient.

7
Proof. The assertion follows from Theorem 2.1 with the function O(Z) - W

Proposition 2.11. Suppose that there exists a vector W C Rd whose compononts
sc

satisfy the inequality Wi > I for 1 < i < d and a finite subset A of Zsuch

that, for all n>o,

(2.12) C(zn*l " Znn 0 z) < 1 for zcA, then the chain is recurrent.

Proof. Note that the origin belongs to the exceptional set A and apply Theorem

z
2.6 with the function O(Z) - WV

Proposition 2.13. Suppose that there exists a vector W c Rd whose components

satisfy W1 > 1 for 1 < i < d and a finite subset A of za such that K< 1 where
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"(2.14) K sZn z)' ->0, z C d A A) Then the chain

is positive recurrent,

Proof. Note that the exceptional set contains the origin. Let z be a point of
d

Z- A. For n>O, it follows from (2.14) that

Z z
E (W 1 (E (TA
Z; (T Ez) , I(TA > n l)(E )nl"IZn))

Z n

So:: I: BE for n(W., E(W n 1 n) < KnWZ Finally, snceW > 1 for 1 <i

2 (T >TA - n _

~Zn
K EzT > (W I< (T(CT > n)n))n .

Therefore, PZ(TA > n) converges to zero geometrically, Hence EW(To) is finite

for each positive integer k, This shows that the chain is positive recurrent,

Note that the construction of "exponential" superrnartingales of the type

Sdescribed in (2,13) provides an estimate of the distribution of the, hitting '

time TA in terms of a geometric distribution, When the explicit forms of the

iterates of the transition function are not simple to obtain, such estimates

are useful for approximating the moments of hitting times. This technique has

been used by Kemperman (1961). A related technique for continuous-parameter

chains has been proposed by Aldous (1981).
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3. Examples

Example A: Pairs of Queues with Priorities. Priority customers and non-

priority customers queue up at a counter for service. Non-priority customers

are served only when there are no priority customers in the system. The

arrivul rates are A,, for priority customers, and X2, for non-priority customers.

Their service rates are 1, and 12 respectively. Inter-arrival times and ser-

vice times are exponentially distributed.

Let Z a (Xn ,Y ) represent the number of priority customers and the number

of non-priority customers in the system, observed Just after the n-th change of

state. The transition function for this discrete parameter chain is-, if x>O:

ZP(z 1 • (xl,Y)lz 0  (O) X/r,

P(Z1 " (X-l..y)lZ 0 * (Xy)} " ,/r

Piz I a (x,Y+1)1zo - (x,y)) -A2/r.

The normalizing constant r is equal to x1÷X2÷W1, If xwo and y>0:

',' et'Pz1 (,Q,y~l)lzo Oy ) •r,
• ,iiPi p (Q1-C,y-I)lzo oy)••r,

PiZ1 • (l,y)1Z0 - (Oy)) - xi/r,,,

The normalizing constant r,, is +)I2÷12, For jumps from (0,0):

P{z1 - (1,D)%z • CCo)) - X1/CXIX2)

P{z1  (8,l)lZ) a (0,0)) . X2/(Xa÷X2),

Criteria for recurrence and transience can be described simply in terms of

the parameters A 1 2' 2 ,I' and W2'

Theorem 3.1. The queue with priorities is transient if:

(3.2) XI > pit

66



or if both

(3.3) X1 < I 1 and X + X2/P > 1,

or if

(3.4) X

It is positive recurrent if

;.(3.5) X 1/u1 + X2/V2 < 1

It is recurrent if

(3.6) X1 < )I, and %,/iPl X2/1j2 -

The following notation will be used in the proof, Let M • E(Z Z (x,y))

for x0O; so M1 * (XI-Vl)/r and M2 • A2/r. Let M" a E(Zn+lZ n - (O,y)) for y>O;
S then * P and . X2 -1 2)/r",. Finally, let M° * E(Zn÷I lz * (0,0)); so

t h e n , ' X / 1 1 1 a n d 1 1 1 ( ' Yn0
M /( and M X2 /(X 1 +X2 ). These vectors represent the mean displacement

due to a single step of the chain. Not. that the components M, H, , M and M"

are positive.

Proof of Theorem 3.1, Given a vector W . (W1,W2 ), e - 1 I

SIvl < 1, then W '• V•2. Thus

Z, Zn

i:(3.7) eCWn' 'zn • (x,y)) -. ÷ (M,V) • (J 1/rJvjw1l if xuo;

(3.7) - 1 + (M",V) + (PV/r)V W 1  if x-o, y>O ;

1 I + (M°,V) it' x-y-O.

If it is possible to choose the vector V so that each of the inner products (M,V)

(M",V), and (M°,V) are strictly negative, then by choosing IIVIl sufficiently

small, it is possible to have the entire right side of equation (3.7) strictly

negative.

Now, if (3.2) holds, apply (2.9) with W a (l-V,I) for V c(0,1) sufficiently
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small to conclude that the chain is transient.

If either (3.3) or (3.4) holds, it is possible to choose V1 and V2 from

the interval (-1,0) so that (M,V) < 0 and (M",V) < 0. For such a vector V,

automatically (MOV) < 0, so again it follows from (2.9) that the chain is

transient.

If (3.5) holds, it is possible to choose V1 and V2 from the interval (0,1)

so that (M,V) < 0 and (M",V) < 0. With JJvIJ small enough and the exceptional

set A Q {C0,0)), it follows from (2.13)that the chain is positive recurrent.

If (3.6) holds, then the vectors N and N" point in opposite directions.

Let U - (H2 ,-MI). This vector has positive components so the random variables

*(Zn) • (ZnlU) are non-negative. With A - ((0,0)) as the exceptional set, it

follows from (2.6) that the chain is recurrent.

Example B: Pairs of Queues in Parallel. Consider a counter where two servers

wait on arriving customers. The servers work independently but at equal rates.

An arriving customer joins the shorter of the two lines; if both lines have the

same length, he is equally likely to join either. It is assumed that the inter-

arrival times have the exponential distribution with rate X and that the service

times have the exponential distribution with rate P.

Let Z * (X nY ) denote the number of customers to be handled by the servers,
n n n

just after the n..th change of state. The transition function of this discrete-

time chain is shown in Figure 3.1. There it is assumed that the time scale has

been fixed so that X * 2V -1.

Theorem 3.8. The discrete parameter chain associated with the pair of queues in

parallel is transient if X > 2P. It is positive recurrent if A <21A; and it is

recurrent if A ' 
2p.
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Let M sE(Zn÷I " Z) IZn) and note that

(3.9) M (A/2 -p.X/2 -1j) if XnE Yn and X > 0;

"if Xn> Yn > 0;

- C•-l,-p) if Y > X > 0;

ffi (1/(•+p))(-,)) if Y 0 and X > 0;

* (ll(•÷p))(•, -p) if X - 0 and Y > 0;
n nl

a.(1/2,1/2) if Xn n * 0.

Proof of Theorem 3.8. If X > ZV, then the inner product of any vector in the

direction of (-1,-I) with each of the vectors displayed in (3.9) is negative.

Let V c(O,l) and set V m (-VI,-VI) and W • C1-V 1 ,I-V 1 ). For n > 0,

E(lZn** iI V) + 2
zn - ÷Mn, I Vln,

where (0n: n > 0) is a sequence of uniformly bounded random variables. Thus,

if V1  is sufficiently small, then almost surely:

E(W zn1 < I fcr n > 0.

nn

That the chain is transient follows from (2.1).

To conclude that the chain is positive recurrent, apply Foster's criterion

with the function O(z) - x + y and the exceptional set A - f(0,0)), if X < p.

If p < A < 21j, the function O(z) w x + y2  will do.

In the critical case, consider the sequence of random variables (., Y*)
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defined by X* min(X ,Yn) and Y* - max(X ,Y (See Figure 3.2 for the tran-denen nb n nf

"sition diagram of the chain (X*,Y*).) It follows from (2.6) with the exceptional
n n

set ((0,0)) and the function *(z) 2x y that the chain {(X*,Y*): 00) isn n n)
recurrent. Since (X*,Y*) (0,0) if and only if (XY (00), it follows

that the original pair of queues is also recurrent.
2

,ExaMle C: Two-Dimensional Positive Random Walks. Recall that z is the

V lattice in a of points whose coordinates are non-negative integers. This

lattice can be decomposed into four types of states: interior points, for which

V both coordinates are positive; boundary points whose first coordinate is positive,

boundary points whose second coordinate is positive; and the origin. The transi-

tion function for a two-dimensional positive random walk is homc'genenous with re-

spect to these four types of states, and single steps of the chain lead only to
2

neighboring points in Z+. Let

*Pij'P(zn÷• (x+iy+JIIZn- (x,y)) for x > 0, y > 0; Ii1l, Il_< 1;
oI P{Z-•,~l- (x~i, W ) Izn. (x,o)) for x > 0, IIl L 1, 0 o<'j I;

i -o, ('i, y÷J) 1Zn (0,y)) for y > 0, ji 1,
0

*Pj - P n÷l J) 1Zn (0, 0)) for 0 < ij < 1.

Criteria for recurrence and transience can be stated in terms of the drift

vectors due to single steps of the chain. Let M a E(Zn.1 - ZnlZn a (x,y)) for

x > 0 and y > 0; and let M4 - E(Zn+1 - ZnIZn a (x,0)) for x > 0, M"

El 'n÷ 1  ZnyZn - (0,y)) for y >0. Then:

Theorem 3.10. When M < 0 and M 2 < 0, the two-dimensional positive random walk

is positive recurrent if both of the determinants

71.

III I.I..il . II



UPI

I.

1/4
1/3 N

2/3 1/2i• ~2/31/
1/4

1/2

1/2

Figure 3.2

Transition Probabilities for {(X*,Y*)
n n)

72 
.Is



M1  M~ M2
1i 2 b"2
12 M2 41M'

are strictly negative. It is recurrent if at least one of the determinants is

strictly negative.

Proof. It is assumed that sufficiently many of the terms of the distributions

p, p', p", and p0 are positive that the chain is irreducible,

The criteria for transience follow from Theorem 3 of Kesten (1976).I Consider the function *(Z) - ax2 + 2bxy + cy Note that if b2 ( ac, and

if a > 0 and c > 0, then 4 takes only non-negative values. For n > 0:

H{4 C(z.1)Jzn)- *(Zn) * ((2aXn * 2bY., 2bX, * 2QYn), N') *
2 {a(xnl-xn) 2  2 1÷ -.. )cZn~l-Yn) z

Since a single jump from Zn leads only to neighboring lattice points, it follows

that:

E{*(Zn 1)t}Zn) O *(Zn) a 21b1 c ((2aXn + 2bYn, 2bXn ÷ 2cYn•)Mn).

Moreovor:

((2aXn + 2bYn. 2bXn + 2cYn), 1n) - 2Xn((a,b),(N• 'M)) if Yn-0, Xn>O;

S2Yn C(bc),(M'1,•M1)) if Y>O, Xn0O;

- 2Xn((a,b),C(M,1 2)) + 2Yn(*b,€)j(MlM2))

if Xn# Yn > 0.
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Thus, if the numbers a,b, and c can be chosen so that a >0, c >0, and b2 < ac;

and both

(3.11) ((a,b), (M ,H2 )) < 0 and ((a,b), (Mi1,Mj)) < 0;

as well as

(3.12) ((b,c), (M1 ,M2 )) < 0 and ((b,c), (Mot,M)) < 0;

then there is a finite subset A of Z such that

sup E(O(Zn÷i)IZ - z} < O(z) - I.
z9A

In this case, that the chain is positive recurrent follows from Foster's theorem.

Given that both determinants are strictly negative, there is a vector (ab) with

a > 0 and b <0 for which (3.11) holds and a vector (bc) with b the number al-

ready chosen and c >0 such that (3,12) holds. Since ((a,b), (M1 ,M2 )) < 0 and

((b,c), (M1 ,M2 )) < 0, it follows that

-almll + IbIHM2 1 <0 and ibll?41 - cIM2I < 0;

Thus jbl/a < IM1/M2J and Ibj/c < 1M2 /MlI Finally, b2 < ac; and this com-

pletes the proof.

Example D: Birth and Death Processes. Let f N(t): t>.O) denote a Markov chain

2with continuous time parameter whose state space is Z4. For the two examples con-
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sidered here, with probability one, the sample paths of the chain have only

finitely many Jumps in a finite time interval. If N(t) w z, then a single
2

jump leads only to one of the neighboring points in Z of the form z + ei.

(Here •i denotes the unit vector for which the i-th coordinate is equal to one

and all of the other coordinates are equal to zero,) Kesten (1976) has given

criteria for the recurrence and transience of two-dimensional birth-and-death

processes with linear transition rates. Milch (1968) used generating functions

of several variables to study special examples of birth-and-death processes with

linear transition rates. Other examples of multi-dimensional birth-and-death

processes have appeared in the literature with the name "competition processes."

Such processes have been studied by Iglehart (1964) and by Reuter (1961).

In the following examples, the results of Section Two lead to simple proofs

of criteria for recurrence and transience.

Suppose that the transition rates are given by:

P{N(t~h) a (x~l,y) IN(t) - (x,y)) - ah + o(h);

P(N(t~h) - (x,y.l) JN(ý) -(x,y)}) - h + oCh);

P{N(t÷hl - (x-l,y) IN(t) - (x,y)) a yxh + oCh);

P{N(t~h) • (X,y-l) IN(t) • (Cx,yl) * yh + o(h).

This example was considered by Reuter (1961). If the pair (x,y) of non-negative

±ntegers represents the sizes of twc populations, then these transition probabili-

ties correspond to a process in which the populations grow independently.

Suppose that the numbers aj,y, and 8 are strictly positive. Then all

states of the chain communicate. Lot (Z n: n>O) be the embedded Markov chain of

the successive states of the continuous time process. Its transition function is
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displayed in Figure 3.3. Note that the normalizing constant r(x,y) is defined

by r~x,y) - a+o++Yx÷ay.

Proposition 3.13. This embedded Markov chain is positive recurrent.

Proof. Let V -(VV 2) be a vector of R2  for which V1 > 0 and V2 > 0. Set

W - (1+V ,1"V 2 ) and note that:

z -Z
E(w * 1 n 1Zn~ (x,y)) I + (a-yx)v /r (B6y)v 2 /r+ x 2yK1  2

"where X> wy1vx/r< 1 and K' W aWl/ /< 1.whr x y -2,

Thus

E(W Z niz • (xy)) _ 1 (C&iYx)V /r+ (0-•y)v2/r *11v11 2.

If 1ivil is sufficiently small, there is a finite subset A of Z÷, necess-

arily containing (0,0), for which

&up Ea Zn Zn Z) < 1.

z0A

It follows from (2.13) that the chain is positive recurrent.

For the final example, assume that the transition probabilities for the

"continuous parameter chain (N(t): t>0O are given by:

P(Ntt+h) - (x~l,y) JN(t) * (x,y)) w ((l-ct)x * Oy)h + o(h);

P(N(t~h) - (x,y+l) IN(t) = (x,y)) • (cax * (1-B)y)h + o(h);

"P{N(t*h) - (x-l,y) IN(t) - (x,y)) - xh * o(h);

P(N(t~h) - (x,y-1) IN(t) - (x,y)) - yh + O(h).
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This example was proposed by Milch(1968). Here, the numbers a and 0 satisfy

0 < a < 1 and 0 < 0 < 1. Note that (0,0) is an absorbing state. At each

other point (x,y), the sum of the birth rates is equal to the sum of the death

rates.

Proposition 3.14. The embedded Markov chain for these transition rates is absorb-

ed at (0,0) with probability one.

Proof. Let Z . (XnYn) denote the state after the n-th jump. For the

function O(z) a x + y, observe that E(O(Zn+l)lZn) ' W(Zn) if Zn 0 (0,0).

Let T0 denote the time of the first visit to (0,0) of paths of the embedded

Markov chain {Z : n>O). It follows that the stopped sequence {((ZnAM : n>O)
n -~

is a non-negative martingale. Thus, it converges almost everywhere. Such con-

vergence is possible only if the stopping time T0  is finite with probability one.

This completes the proof.
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A. Non-nesative Supermartingales

Let (fl, F, P) denote a probability space on which there is defined an. increas-

ing sequence {nt nO) of sigma-fields contained in P. A random variable is an

extended real-valued function defined on the sample space 11 which is measurable

with respect to the sigm-field P'. Conditional expectations refer to the prob-

ability measure P.

Definition A,1. A sequence (Wn: ný0) of non-negative random variables is a non-

negative supermartingale if, for n>O, W is Pe-measurable and ECWnliPn) •.Wn
n ~ ~~ n alEs Thel Iii Wd saifI neqaTheorem A,2. If N %: n>01 is a non-negative supermartingale, then the sequence

W. converges almost everywhere. Te limit W satisfies the inequality E(W) 1 E(W0).

Note that the inequality BOW) I .(W 0 ) implies that the limit is finite almost

everywhere when the expected value of W is finite.

Definition A.3. A random variable T, taking values from the set (n: nO)Qf4.),

is a stopping time if, for each non-negative integer n, the set (Ton) belongs to

the sipa-field Fn*
In-

Definition AA4. Let T be a stoppinS time and let {Wn: n>O) be a sequence of random

variables with the property that Wn is Pn-measurable. The random variable WVT is

defined on the set (TUwl by WT Wn when T- n.

In the next proposition, the notation nAT refers to the stopping time ob-

tained by truncating T at the integer n.

Proposition A.S. Let {W%: no.O) be a non-negative supermartingale and let T

be a stopping time. Then the, sequence (WnAT: n>O) is also a non-negative super-

martingale.

Two references for this material are the books by Doob (1953) and Neveu (,1975).
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EVALUATION OF PARAMETERS IN ARMA ANALYSIS OF TIM
SERIES BY A LEAST CHI-SQUARE METHOD

RICHARD L. MOORE AND FRANCIS J. LUZZI
SYSTEMS ANALYSIS DIVISION

REQUIREMENTS AND ANALYSTS OFFICE
US ARMY ARMAMENT RESEARCH AND DEVELOPMENT COMMAND

DOVER, NJ 07801

ABSTRACT. We have programmed a "least chi-square" procedure for multiple
independent variables to analyze time series - especially those of the auto-
correlated moving average type. We compare this proceduve with the usual
procedure theoritically and experimentally. The new procedure combines in one
criterion the previous method which uses two independent criteria in a serial
manner - first one and then the other. (Thues two criteria are the sum of squares
of the residuals and the Box-Pierce test for their randomness.) Our analysis
of three well-known series illustrates the advantage of our method. The
results indicate that it obtains a more probable set of parameters than the
older method. We conclude that the method has promise in simplifying the,
fitting of time series. By having a single measure of goodness of fit, the
latitude for variation in the choice of fit due to individual judgment appears
to be reduced.

1. IJTRPýWT•O N. In the usual methods to find the best-fitting model for
a ti e-iesiili-T the procedure follows the schematic shown on the left side
of Figure 1. The investigator chose a mathematical model as an initial hypothesis.
Re uses a computer program which finds the unknown coefficients in the model
using the principle of least squares to estimate the best coefficients. If
the least squares test of significance indicates a reasonably good fit, he then
computes the autocorrelation coefficients, forms them into a weighted sum of
squares of autocorrelation coefficients (a criterion called Box-Pierce number)
and uses the resulting figure of merit to test whether the residuals are
consistent with sampling from a series each of whose terms is selected randomly
(or independently) from an error population which has a normal distribution.
If the residuals don't pass this test - (or any of the other tests which may be
used for the same purpose) then he revises the mathematical model he has used.
The new model is selected to reduce those values of the autocorrelations which
are largest. In this way he uses a two step procedure: First, minimize the
squares of the residuals and than minimize the Box-Pierce number. (For an easy
to understand review of this process see Roberts(2)).

On the other hand, one of us (3,4) has shown that the two steps can be
combined by adopting a combined criteria: The sum of squares of the residuals
normalized by dividing by the measured or estimated variance of measurement,(this has a Chi-Square distribution.), plus the Box-Pierce criteria (which also
has a Chi-Squart distribution, if the residuals are independent). In this
paper, we report a computer program developed to obtain the best fitting
coefficients of a given model using the above least chi-square criteria.
Our approach to fitting time series is to use this program to help determine,
if not the best fitting models, at least a good fitting model.
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In this paper, we will provide a summary of the mathematics used to program
our central CDC-6500 computer. We will live examples of data fitting on three
well-known series - two from Box-Jev~kins (1) and one from Roberts (2). and
compare the results with that reached by the usual approach.

tZ. MATU_(MTICAL FORMULATTr.0. We let the mathematical model be such that
the theoretical values are represented by the n dimensional vector y* and the
independent variables: x, u, v, W,...

y* - *0+ t + * 2 u + 43v +

Or y* * *x

We let y be the vector of observed values of y*, and xi, ui, vi be values of
the appropriate series at the1 "ith" observation. We will refer the reader to

previous work (4) for a detailed derivation. In that we differentiate the
criteria CHI SQ TOT ( T. ) with respect to each of the unknown coefficients
and set them to tero to find the following equation in matrix form for the
estimated values of 0, denoted as 0*.

-l a % e)-P rY*!i 0 -o. ((P'r!Po*)-P'Ly)-0 :
where

,P t. 1 1 1 1 . .. .

-1 2 3 x4

ul u2  U3  u4

and a j a "

(d) (Cd)/a -2.1 i P/

jai~

S=•*,I~l i Vll'+ V-i'l

t is the a dimensional unit matrix. Vj1 is the matrix resulting
when we shift the columns of I by "i" columns to the right and insert zeros inthe columns which remain. ri is the '10 th autocorrelation,' a I is the
variance of the measurement: error. d is the vector of the resideuall.@ Uj is

the variance of (r )2 . On multiplying out P" r and EP" r' Pi we find the usual
least squares exprksion as givpn in Pigure 2A and 2B, but modified by the
addition of the terms which contain a in their expression.

All terms except the value of the a s can be evaluated at once from the
data input. We assume initially each ri is zero; calculate them irom the
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autocorrelations of the residuals, and iterate to find the new values of the
vector 0*. We usually chose an incremental decrease of 1% or less in the
value of CHI-SQ TOT to stop Iteration; however this criteria is an input
parameter on each run. The significance of the value of CHI SQ TOT has been
calculated from the formula

_ - - n + '-p)
Signif icance. /V -r. V'2(ns

where p is the number of parameters, and a is the number of autocorrelations
used. This is well-known to have a normal distribution with a mean of zero and
a standard deviation of 1. It will be used to compare the results of the
computations using the same initial data but possibly different numbers of
data points, autocorrelations and parameters. If the "significance" of &
given model has a larger positive value then another, It is less significant.

III. EZAZQLES OF TDM SERIES. In order to provide the reader with some
reedily available data to which we have applied our technique, we used two
series supplied by Box and Jenkins (1). Figure 3 shows a plot taken from
Figure 4.1 of reference (1). We have analyzed both Series C and Series D.
In addition we have analyzed the GNP data of Roberts. We will begin with the
series C.

111-. TDfl SERIES C. In Figure 3 this seraes appears quite smooth - from
this we might expect that a rather long term lag might be present in addition
to short term fluctuals (and Indeed we found such a long term lag). We had
no prior knowledge of the error of measurement for this series. We can,
nevertheless, estimate the lowest possible value of this error. We do this
from the observation that only a simple decimal point accuracy is carried in
the data analysis. The digitizing error - assuming a uniformly distributed
population - is estimated as .029. Later in the process we examined the
sensitivity of the results to this assumption, by multiplying the error by
five thus increasing it to .145.

Turning now to our analysis, the autocorrelations in the four cases selected
to illustrate our results are listed in Table 1. The first step in fitting
this series was to analyse the data in terms of the first and second lagged
series. The results as indicated for Case 10 in Table 2 (Series C Results)
indicate a rather low level of significance (73.8) (see section 11 for the
definition of "significance") with the lar ibt part of CHI SQ total coming
from the sums of squares of the residuals. The largest terms in the auto-
correlations are of rank 9, 10, 11, and 12. (See Table 1.) The next step,
we computed case 14, with the estimated variance increased by a factor of 5.
This reduced the value of CHI SQ 1 to 180.1; the value of CHI SQ 2 increased
basically due to the increase in the number of autocorrelations from 12 to
20. The eutocorrelations of rank 9, 10, 11 and 12 remained the largest.

Case 1 in Table 2 shows the effect of changing the model to using a
differenced Independent variable and the first, eighth, and ninth lagged
series as predictors (using again the smell value (.029) of the "error of
measurement"). The value of CHI SQ 2 is substantially reduced; and the sum
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TABLE 1 AUTOCORRELATIONS FOR VARIOUS MODELS FOR SERIES C

Came 1 4 10 14

Rank

1 .0338 .0049 -. 0193 .0093

2 .0140 .0086 -. 0018 .0194

3 -. 099. -. 0597 -. 0648 -. 0472

4 -. 0277 -. 0194 -. 0203 -. 0077

5 .0654 .0641 .0607 .0684

6 -. 0134 .0165 .0197 .0261

7 .0477 .0637 -. 088 .0715

8 .0120 -. 0267 -. 0296 -. 0256

9 -.0157. -. 0876 -. 0844 -. 0800

10 .0908 .1327 .1431 .1397

11 -. 1504 -. 1126 -. 1143 -. 1101

12 .0576 .0922 .1061 .103

13 -. 0726

14 .0480

15 .0114

16 -. 0549

17 .1892

18 -. 0884

19 -. 0014

20 -. 0131
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of squares Is slightly reduced. The 9th., 10th, and l2a.h autocorvelatlous
(Table 1) are slightly reduced, but the 11th autocorrelation is increased.
The "significance' to Improved; since the value decreased from 73.8 to 71.9.
If this same case to run without the 8th and 9th lag, the values for case 4,
Indicate that the CHI SQ TOT increues substantially, even above the Case
10. This indicates the significance of the coefficients 3 and 4 for Case I#
since that Is the only difference betveen the tvo cases. Zn Case 4, the auto-
correlations of rank 9, 10, 11, and 12 are all comparable with Case 10.

Comparison vith Box-Jenkins. Case 4 ccn be compared with one of the
results of box-Jenians. ZA their terminology this seriei was given as a
single difference n th time s s uto, (,g )" a a function of
the once-lagSed difference WV and two residual$ a They
found

Vat A at + Ja

In our least squares analysis ve found that an additional constant value of .00769
could be added to the right of this torm, and that the coefficient of w. s
.8153. Using LCS these values were changed only slightly. The result AU&h
ve have obtained previously that Case 1 is more significant than Case 4•aplLes
equally well to the conclusion that Case 1 s more significant than the Box-
Jenkins result. In lou-Jenkins terms our result Ws:

Vs a at - .004 + .81 7,t L - ,107Yat...

+. .113Vsi: 9

We stopped the analysis of this series at this point, although we sight
have well considered the addition of 'a lag of 10, and possibly 11 to the
lagged variables used in Case L, because of the rather large values of the
autocorrelations of rank 10 and 11 in Table 1.

I;1-I. hUES D. As In the case of Series C, ve Initially used tWo
lagged serte" to determine the regression of the series". We see from Table 3

that all the autocorrelations from 1 to 20 are less than .1, however we find
that if vi uwe only M lagged parmeter our fit is better since the significance
Is better. ( caes 1, we used fewer terms than in Case 2, so that a direct
comparison of the values of CHI SQ TOT would be misleading.) When ve added two
differeaced parameters to the calculation, as In Case 5, ve found as Increase
In the value of CHI SQ 2, as Indicated by the Increased value of the and to 4th
autocorrelation coefficients. Other changes have been made here, the amber
of autocorrelations has been reduced to six from 20, end the assumed masurement
error has been reduced to .029 from .030. It is surprising that the use of
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TABLE 3 AUTOCOURLATTOKS POR lOS14DLYt.SZISD

Case 1 2 5 7

Rank

t -. 0050 .0255 .0072 -. 0145 -. 0080

2 -. 0034 -. 0036 -. 0695 -. 0667 -. 0676

3 -. 0161 -. 0219 -. 0693 -,1.653 -. 0667

4 -. 0328 .,-.0326 -. 1035 -. M9

5 -. 0258 -. 0011 -. 04257 -. 0396 -. 0407

6 .0345 .0154 -. 0150 -. 0135 -. 0141

7 .0062 -. 0081

.8 0052 .0103

9 -. 0103 .0114

10 -. 0476 -. 0579

11 -. 0014 -. 0143

12 .0531 .0528

13 .0303 .0089

14 -. 0622 -. 0634

15 -. 0233 -. 0152

16 -. 0769 -. 0720

17 -. 0118 -. 0096

18 .0617 .0554

19 -. 0004 .0056

20 .0723 .0866
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Z1

lagged difference independent variables does not improve the fit. On
increasing the expected measurement error by a factor of ten when using
one lagged and one differenced variable, as in Cases 6 and 8, we find a
slight reduction in CHI SQ 2 since the program puts more emphasis on it in such
a case. On setting the mean arbitrarily to zero (i.e. coefficient 1 is zero,
as in Case 8) we find we ca& make the usual argument that the number of
adjustable parameters is less than before. We interpret the reduction of J
significance in Cases 1, 5, and 6 (as compared to 2, and 8) as due to the fact
the additional terms add "noise" to the theoretical value. Similarly, we
attribute the relative increase of CHI SQ 2 from Case 2 to Case 8, to the
lncreased noise introduced by using the first difference. Case 2 is an
approximation to the result of Box-Jenkins who found:

Xt .87z~ + 1.17 +a

A subset of the basic data was used so that the difference between the
coefficients: .87 vs .85 and 1.17 vs 1.35; is not surprising.

IZI.-. GROS8 NXAT12NAL PRODUCT. The data we used in our studies were
given by Roberts in Column I of his Table 11-1. We chose this set to analyse
because Roberts has given a detailed analysis of these data which is easy for
anyone to follow and with which we can make a simple but meaningful comparison.
Our first step in the discussion is to present and compare least-square and LCS
computations. We have repeated Roberts LS analysis and used the results both
as validation of our computer program and as a basis of comparison between
Roberts' results and ours.

To show the difference between the least square, and the least chi-iquars
results, we have prepared Tables 5 and 6. Consider the residuals in Table 5
for four cases of interest: 1 through 4. In Case 1, the autocorrelations
of orders of 2, 4, 6, and 11 are large (greater than .1). In Case 2, rank
6 is reduced but 5 and 7 are increased. On going to Case 3, ranks 2, 4, 5, 7
and 11 are still large and the Box-Pierce coefficient is lavgar than Case 2,
Tor Case 4, ranks 2, 3, and 8 are large, but the Box-Pierce coefficient,
(CHI SQ 2) has become less than half of Case 1.

In Table 6, Cases 1-4 are given to compare least squares (LS) and least
chi square (LCS). In all cases of LCS the value of the su•, of squares of the
residuals is slightly increased thus increasing CHI SQ 1, On the other hand,
in every case CHI SQ 2 is substantially decreased, and results in a decreased
value of CHI SQ TOT. The regression coefficients for the lagged variables
change in all cases and occasionally change by a substantial amount, as
would expect on going from the LS to the LCS analysis. The column labelled
"L" in Table 6 indicates the amount of lag which has generated the independent
series which corresponds to the coefficient given in the column next to it.

Based on results of the first case the variable lagged by 7 (corresponding
to coefficient 4) was replaced by the series which lagged by S. The difference
between Case 2 and Case 3 is that in the former, the error was assumed as .06
while the latter It was assumed as .04. Thus Case 2 puts more weight on the
reduction of CHI SQ 2 than does Case 3, and the results indicate the same.
The regression coefficients are little different in Case 3 from those in Case 2.
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to Case 4, the only change from Case 2 was the use of the 9th lagged
series in place of the second lagged series. This change was made because
the coefficient of the twice lagged series was small; we replaced the twice
lagged series with the 9 timns lagged series to attempt to reduce the large
autocorrelation at ranks 4 and larger, which none of the previous models had
been able to do. This change made a big improvement (from Case 2 to Case 4).

Since the coefficient of the sixth term is now small, when we continue,
we will eliminate it and test to see if using the twice-lagged series might
reduce the second, third and niath autocorrelations.

In order to compare with Roberts' analysis of GNP, we took the 4th
difference of the first difference and obtained a dependent variable which
is "twice" differentiated". (The autocorrelations for Case 13 are not shown
In Table 5 since they were similar to those of Case 14.) -Of the four cases
analysed (refer to Tables 5 and 7) the autocorrelations and the Box-Pierce
ember (CHI SQ 2) of Case 11, are smaller than those of the others. In 12,
the second lagged variable was omitted, and the significance test applied.
The results indicate that Case 11 is slightly more significant than Case 13,
and more significant than Case 12.

Case 13 was used as a base case to find the effect of varying the "ertor"
or estimated precision of measurement of the transformed GNP. The number .06
corresponds to an estimate of a 1% error in the measurement of the GNP.
Correspondingly Case 14 corresponds to an approximate error of lgZ in the
OW. The estimated measurement error was introduced in a progression of
computations going from .03, .06, .12, .24, to .48. The "deviation" from
the expected value was plotted on Figure 4, as a function of the assumed
error. An iterative procedure was used to interpolate on the curve around
the "0" deviation value; Case 14 was the result. We infer from
this curve that approximately .093 is the "best" estimate of the standard
deviation of the measurement of the GNP.

When ve compare the results of the analysis of the twice differentialed
series of Case 11 with that of the single differentiated megies of Case 4 we
observe that Case 4 has a smaller value of the significance parameter 6.42,

SUas compared with 6.89. Thus if the assumptions behind these two cases are
valid, we would conclude that the use of the single differenced procedure is
better than the twice differenced procedure. However, we prefer to conclude
that there is no real difference between the two. This conclusion is subject
to a further caveat that the comparison depends crucially on the value of the
measurement error assumed; as we have seen from our previous example, its
expected value is about .093. Further study of this matter is clearly
Indicated. The least squares analysis (Case 13) may be used to compare the
Roberts' analysis of GNP with ours. Roberts found coefficients of (0, .1261,
.2393, -. 58); in our first iteration we found (.0033, .1242, .2362 and
-. 5712). The CHI SQ TOT was 13.68, and the significance is 7.02. Comparing
this result with our final iteration of Case 13, we see that the significance
is decreased by .10. Comparing with our best fit "Came 4", we found an
increase of "significance" from 6.42 to 7.02. Thus we see our procedure, using
the six lagged series lives a better fit since its "significance" is smaller.
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V-. C CUSIOM1. Comparison of the l.east chi-squaare (LCS) ana.lysis of

t~hree yell-knovn t€: series with the usual least squares analysis indicates
that JA every case a umore significant set of parameters is obtained by the
LCS analysis. We think tb•at this procedure should be studied in more detail
to further validate this conclusion.
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AN APPLICATION OP IENIEWAL TIIEOMY TO

SOPTWArl H1.LART ITTY

Lenrirrd A. Stefanski

:'I U.S. Army Research Office

ABSTRACT

In this paper we introduce a pirobnbIi.istic mod•l for describing software

failurus which generalizes sevOrUl i,1odols appon•'ing in the literature. Associ-

ated with this model is a Superimposed D aVlayd Trwu,,ent Rbnew,.L Pzooeas,

(SDTRP). The structure of such processes is oxploitod to obtain several quan-

I titative measures o01 software porform•nce, In addition we are able to consoli-

date the literature on software reliability by pointing out that several models

are special cases of S•LYA's. 'hinLily, some reults relevanit to inference and

goodness-of-fit tests for a restrictod class of models are presented.
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0. INTRODUCTION

In tho uspIt do(endt) :iovorrl 41 It~idlo~Ii or tho st1oe1Ifsti c hohonvi r of comiputor

software failures havo been undortnkon with tho objocti~ve of developing analyti-

cal mnodels to be used to obtain quantitative ineasuros of software performance.

Foer the most part tho duvolopinunt and analLys4is of thaso models has proceeded along~

highly individualistic linos. Thbis has Ilad to sonic duplication of effort andb anoz'

importantly, has precluded it cohorent study of software reliability modeling, This

pnpor attoinpti4 to ruinody this situation by uodillyin A a mrill but Limportutit segment

of the litorature.

In Suctioni I we dosgr~ibe a sounario for tho jjunoratiOn of software failures

whIch loads us' to considor muporimposoci CIUI.iyod tronis loit raoiwal prgocsusRU Usi

models of software reo-Wilciity. HavorLnl iiousiros of guftworo performattce are than

obtained.

In Section 2 we show how this niodol gonoralizom the works of Jolinski and

tMorundn (19)72) , Li ttlowood (i9fJ), on ilo Ucl and timOutott (1978). We Lalso point out

an Intoresting rulutionsIhip hetwuon tho above mudeis and that of Coal and Okuinoto

(19~79).

Pinally, Suction 3 contains rosults reluvant to Inforonco and goodnoss-of-fit

tests for the class of ardor statitstic models. Those uro statistical questions

which have not boon adequately addrusossd In the pamst. Per .Jolitsnki anid Moranda's

mmod'i,- the usa of mrixri1mumm I ikol Ihood to esthitnuto liarn~mv~tors alltel y~oldmi tislo~s

roastilts. rhlo prob~lem is shtown to h~o eqjuivalent to ostfimnAtlmg population size wholi

observations are obtainod by truncatod samplinig. Thus the work of IIunmanthial Und

c owpiluriiig t~he fit (if these imodo H10O. t.0 VXist-i~iM 414mtu sot% is outlined, This is Wilts-

trated with~ duta from 41 softwuro dovelopmant p~roject.
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1. MODEL DVvELOPHUN'r

A software program may contain errors yet still ho capable of successful

execution for certain types of inputs. A failure occurs when an input is processed

which causes one of these errors to manifest itself. Since debugging takes place

we expect the number of errors to decrease and program reliability to increase.

With this in mind we offer the following interpretation of the software failure

process,

Let N represent the initial number of errors in the software and for ease of

reference call these BHI B2 ",..,EN. Furthermore, assume that the detection of

a is independent of that of Bj for i • J. Let us focus attention on just one of

the EjIs, say B and let M(t) count the number of software failures experienced in

[Ot] due to B. X is the time until the first of those failures and has distribu-

tion P(x) a Pr(X1 9 x). If errors, when detected, are corrected with probability

one, then M(t) is a very simple point process, assuming only the values 0 and 1,

N It 0 0 t (< X
M(t)

1i t"Xi

M(t) is a Bernoulli random variable with Pr[M(t) a 1] F(t). However, If debugging

is not successful then we will experience a second failure after some time X2. A

reasonable assumption is that X and X2 are independent and identically distributed,

Similarly, if the first k attempts at correcting E are unsuccessful, we would reason

that the inter-failure times XlX 2 ,.,.,Xkl are ti.d, with common distribution V.

If, however, errors are corrected with probability p, 0 < p < 1, there is positive

probability that the number of software failures caused by 1! terminates at some

finite value n a 1,2,.... In particular, if YY 2 " . are the inter-failure times

of the M(t) process under imperfact debugging then
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Yl. x1

X2  with probability q

''2 +0÷ with probability p

X with probability q

with probability p,

where q 1 i-p. Thus Y is a proper random variable having distribution F and for

J k 2 Y is a defeotive random variable with

Pr[Y1 s t] u qP(t) 0 t <

1'r(Y 1  +00] *

The M(t) process is a dolnyod trtnsient renowal process.

Let Si • Y÷+..,Y+ be the time of the J-th failure due to E. Then for any

finite t k 0 we have Pr(S1 s t) - Pr(Y +...+Y s: t)

a Pr(YI+...+Y ! t, and Yt X i-l,...,j)

", I'r(Xl+., +Xj 5 t) HI P(x1 . yt)

where V)(t)is the J-fold convolution of r with itself. In deriving (1.1) it has

been tacitly assumed that the debugging attempts are independent of one another

"and of the occurrence of failures. Since [M(t) k k] S= CSk ! t] we find that

Pr(M(t) • k) m qk F (t)

and therefore the renewal function 1I (t) is given by iC'k

11t) M ELM(t)J- Pr [M(t) k] • qk- 1  (t). (1.2)
k-l ki (k
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On11 thi01i obtalins the fuiluwilig ruhaLiuwiship

H C(t) = F(t) + q(F*Iq) (t) (1.3)

where denotes Lebesgue-Stieltjes convolution. Letting

,h(s) a f e'StdHq(t)

and
•rt

f(s) a f eStdF(t) we have
0

the relationship

h ) * f s(1.4)
q -qf (s)

which can be used to determine I1 (t) givon any distribution F. The probability

generating function of MCt) is definod as OM(t)(s) E {(exp[M(t)log sj) and it can

"be established that

, ' M(t) (S) " I + (s-l1) Hiqs (t) , 0 < s < I

Now let J(y) ( iy~t) for 0 < y < 1 then we have

*M(t)(s) I + (s-1) J(qs) and

d k ( ] k s - ) , ( k ) L q ) k k - I j kl ( i )

ds[(t)

Thus the k-th factorial moment of M(t) is given by

A d (S) kq - (•.{M~~~~~~t)d IHt - ] . . l~ ) k | '" ýM (t) C I .

gal

and the variance of M(t) is(2
Var[Mit)] * 2q J (q)+ J(q) -

Finally note that M(-) is a negative binomial random variable with
:" k- I

Pr{M(-) - k) * pq ku1,2,...
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A random variable of considerable interest is W, the time until error E is

corrected. Clearly, W = X +Xk with probability pq and hence

P[Vt] n1 • pqpn-1F (t) * p1H Wt)
nal (n) q

This Is a proper distribution function. Wo can find the mean and variance of W by

noting that

U( ) • p n-1 tdF ( ) • p n-1n Vt

Il"I
pq . ~ (t) I lp11.1 0 () nal

and

VarCW) H IV(N- 2
p

n- n 2  2 1 2
2 2no • p' (n-)

( - { + 112(j.1))

whero Ii and a n ru tho moan and vnrinnce oi: X .

A natural assumption is that each of tho N errors gives rise to a SDTRP, not

necessarily stochastically idontical. In particular we assume that error Ei#

inl,...,N has associated with it the following quantities:

a) F a Distribution of the time until first failure due to EB.

"b) P a Probability of correcting SI on any trial, qi a 1-Pi.

,U5" (qik-li•
c) M (t) , Numnber of failures in [O,t] due to H t. Pr{Mi(t);k)1 Cd 1  Fck)(t)

ii~ t) -I~[ 1(t)a ~ k-I I.
d) 11 i(t) k l mit -i (qi) F(k)(t)

e) J, (Y) H l()
y

f) l(S) •OM (t ) ( Probability generating function of Mi(t)

g) Wi Ti mo until IUi s corrected. Pr{Wi-t) * P 1-1 (t).
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Now let M*(t) count the number of failure,; vJ' alt typea axporionced in [0,tJ.

Then M* (t) =t) Lmd hcnce 11(t) = (t)] = 11](t)+...+ N (t).

Also, since we have assumed the detection Uf 14' to bc .ndepondent of that of
N N 2

Ej, i#j, we also have Var[M*(t)] -) Var[M.(t)] 2{2c.Ji(qi) + J (qi) Ji (q)i}i1 j uI
N

and E(exp(M*(t)log s)} M ct)(t)(s) j-l

1.1 Measures of Software Performance

We are now in a position to derive the distributions of 1) T, the time to a

completely debugged system, 2) 1', the time to a specified number (n) of remainingn'

errors, and 3) X(t) the number of errors in the program at time t. We will make
use of the ordered random variables W < .. W whore W is the i-th

W(1)< W(2)< . (N) GI)isteit

order statistic from (W ,W2 ,..,,WN).

The software is completely debugged if and only if each of the N errors has

been corrected. Thus {T I t} iff (W1S t} i)l,...N. And we find

Pr(T s t} ) Pr(mnx{W1,..,,WNI • t}

- I'r{WN) t}
(N)!t

N
n=f (piH (t)), t 7 o.

Economic and/or time considorations may make us willing to tolerate an upper

bound n on the number of errors remaining in the program. Thus the distribution of

T is of interest. The event (T 5 t} occurs iff at least N-n errors have been cor-

tected by time t. Thus we have

Pr{T 1 t -m PrfW (N-nl)-. t5 .

Proceeding similarly one finds that {X(t) • n) if and only if {W(Nn~l) >t}.
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Thus

P~r{X(t) k n)i Pr{W t)(N-in+1

N
y 3XtjU lIiIW t)

III whic lel 1SO WI,.. WIN a&ru Idoiiticaly iii wuLl &ist Isidoupndoitly distributud. fix.

Ca3Q. 'it irLct if~ the Qomiwon dhistrlbutioIn function~ is P(x) a 1 - oxp(-Xx) then the

W Is haoe distribution~ 111'(W 0 1~* oxp)(-Xjt) a'id tho above axprossion. %iiA-

p)i.LLy conaldorubly.

2. M0IU11L CONSOLaIVATJicN

Cn]der tho , 1 mpllh I lcai )it Iob htid niwcl by tak IIIII 1 1 N 1 n

1. w* *1 V~I, ]f~ wu l'urtltr rost~rict V(x) w I a ' Xxwe have tho umoedl an-

ulyzed by LUocl and Okumtoto (1978).' lthir modul in turn is a generalization of1 that

of~ JolJ~nskL and Moruminida (19~72) to inic1udo the posh iblitv of jItparfact dobuagging.

We will show thut tiw mtodol propoisod hy littlowood (1081) ).a oC the samic "Itype"l as

the J-M modal. To ~allow For iniiipuifoct dahuig-Ing undor LUttiuwoodlz Frawuwork we

noud only take 11  1) 11 a~'nud 14 U I17 U..# V* V ~ whore P(x) 0 1 Nix

lit uddition to simplif'ying the aiialysis lin itudy:Lmt those Uleduls (the primary obstacle

is 11'11d11nl 11 4(t)) the dvuvolujmont in turuiti oil STHPI%'iPt provides an alternative intor-

j)rhtutiofl Of the failuro procab5M.

Unuofu thku eurilust and curtuilay umust rufaroruied mioduis of saftware failures
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is that of Jelinski and Moranda (I972). Our rromownrk includes this under the ro-

strictions I * I'2 ... N 2 IIcl IIF that

for the case of perfect debugging, (P 1) cneh error gives rise to a BernoilIli

point process, 1l(t) * 0 if EB has not been corrected by time t, Mi(t) I 1 otherwise.

Thus if the M1
t s(t) are i.i.d. then M'(t) = Ml(t)+...÷MN(t) has a binomial distri-

bution;

*N k N-kPr({M(t) k k)•(t)] 1 P(t)) kul,...,N.

M*(t) is called an Order Statistic process since the time of occurrence of the j-th

event is distributed as the J-th order statistic from a population of size N with

common distribution function r. .iolinqki nntd Moraiidn originally specifled the joint

distribution of Y 1#"by n I N whore Y is the time between discovery of the

(1-1)-st atd I-th error;

f(Yl" '.n. y 11 N-.i*l)Xe .(2.1)

An easy computation establishes that the random variables X(t 0 Y 1+...÷V.

iul,...,n are indeed the order statistics from an exponential population. This

observation, until now overlooked, has important implications when it is desired

to estimate the unknown parameter,4 N and A. This problem is addressed in Section 3.

We stated earlier that the model ofI Littlowood (l981) is the same "type" as

that of ,Jelinski and Mornnda. Tin fact, littlewood hnsi characterized an order statistic

process generated by a Ilaroto population. 'That Is, X the time of occurrence

of the J-th failurv, Is distributed as the j-th order statistic from a population

of size N with common distributlot i"(K) I I a

Order statistIc mudeLs con ho imutivtited vyt the I'ollowi.ng argument, As suime

there are N errors, Uls,...,LN. Lot Xi be the debugging time needed to reveal r.,

Then the time of discovery of the fir•t error is just X(1) the first order statistic

'from Xl,...,XN. Similarly for X(j) 0 I),...,N.
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In a later paper 'ool and Okumoto (1979) su41,g, st Mocdoling softw re error do-
tections via a non-homogoneous lPoisson process. 'hey choose a moan function of the

fol p M) 'Ildi modvcul i:, 0oi';ly rehil;tvd Lo the ordor stnti;;tic pro-

cesses as the followlag theorem duoni.strates.

Theorem 1: If for a Poisson process it is given that exactly N events have occurred

in [O~to], then the event times ara distributod as order statistics from the distri-

bution F(x) - 0 X S to.

Proof: See Thompson (1981) for a proof of this theorem And related results.

'Te apply this result in the present context take t =, (i.e., t .). Then

conditioned on the event that exhaustive debugging uncovers a total of N errors,

the times of error discoveries, X X <...< X are order statistics from

the distribution F(x) a I W 1 - 0bx. The resulting, failure time structure is

identical to that of the Jelinski-Moranda model. It 1.s also pdssible to assign a

Poisson prior on the number of errors, N, in nn order statistic model and obtain

a Poisson process with mmean function I1(t) - 07(t), where a Is the prior moan. This

was pointed out by Langberg and Singpurlswilln (1981). A summary of the relationships

between the models discussed thus far nppenrs In Figure 1.

We end thLs section by pointing out that n subclaeiss o: the order statistic

processes is well adapted to modeiing •oif"waru fallur•s (or more generally probleoms

In which reliability growth i.4 occurring). Littiewood has suggo.eted that aiy soft-

ware reliability model should possess corta.n features among which are the stochastic

ordering and decreasing failure rate (DFR) property of the random variables Y1VY 2 ...

where YI si the time hotween the (i-1)-.t nmd i-th Fa:ilure. Stochastic ordering will

he designated by 5 , in nn order stntIstic model Y1 ,Y2,... nrc the ordered

spacings from the distribution P. If P is D17R, the Y Is do possess the desired prop-

erties as the following result shows.
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Theorem 2: Let Y1  Y be the intorurrival times of events in an order statistic
,e n

process. If the distribution F is DFR then

a) Y Y 2 V N , Y"ST ST ST

b) Y1 •...YN are associated

[ c) 1Y is DFR iul,...,N.

Let h(t) be the hazard rate of the distribution F(t), that is

F(t) - I - eXP{-Sfh(x)dx}, then h(t) + t by assumption. An easy calculation.

shows the conditional hazard rate of Y k(yly2'...,Yk.1) to be (N-k+l) h(t+E 'Yi).

Since this decreases in Yip i-l=...,k-I it follows that YI"" 9  are conditiona•Zy

increasing in aequ•neo which in turn implies the association of Ye .0 YNo

Y1 is DPR since its distribution function is a mixture of DFR distributions,

ii
Blarlow and I'roscluui (1975).
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3. INPERENCU AND GOODNESS-OF-PIT

In the application of software reliability models it has been the practice

to use information contained in tile first n failure times X to estimate

unknown parameters. Vor a majority of cases the qunlity of ostLmatos so obtained

has been far from acceptable,. In the presznt section we study this problem for the

class of order statistic models, and in particular the model of Jelinski and Moranda.

The parameter of paramount interest is N, the initinl number of errors. Par an or-

der statistic model X < X2 C... arc the first n ordered random variables from a

population of size N with distribution function lV(x) - P(xlI), where I is a vector

of paramoters, ofton unknown, Thus, estimating error content is equivalent to esti-

mating population sizo whin obsorvations are obtained by truncatod sampling. In

what follows we take 11(x) - I - oxp(-Xx) (Jolinski-Moranda model) although many of

our comments portain to the general case as well.

There are several data sets from completed software projects which have been used

to extmliillo the VIIidI t 'y or the ,lel I uihki-MMo rnda model. S'Iica the softwaro has boon

thoroughly debugged N is known as well as the falluro times XM,.,.,. Maximum like-

lihood estimates of N are calculated from the firat n < N failure times and compared

to the' truo vnlue. Typlcnlly It hais heon found flint Oether N grossly ovorostimatos
AA

N (often N = m) or on the other extreme N significtintly underestimates N (i.e.,

N a n or n.l). We will show that the fomnkor bohavior is to be expected, However, the

latter is not end suggostit the innppropriotoiaos, of the model.

Par now, coniidor the cose where each of the times XI ial,...,n are observable.

If touting is stopped artor u f'lixd time I,,), and An that tome it failures are recorded,

the likelihood function based on X ,,..Ixn in

n
,. •{ It(Ni.i~l])xp(.X 1 )) uxpi.Xto(N-n)] .[(3.1)

If estimates are desired after exactly n0 errors have been detected, the likelihood

function is obtained from (3.1) by replacing n with n0 and to with Xno. Maximum
0 0 0'
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likelihood estimates for both s.impling •chomes have boon studiod by Blumenthal and

Marcus (1975). 1lhe MLU is finite If an only if

X < 1+1 (3.2)
I 10

for the case of truncated sampling, and

no0Xi < (no +I)Xn(,3

when sampling stops nfter no failures. Moro Importantly, their results indicate

that for moderately small values of 6 1 1 - exp(-Xt") a fairly large positive bias
A

persists even when N is finite. Blumenthal and Marcus also consider the conditional

MLII and a class of DIayes imodal estimates. On tho basis of second order asymptotic

proporties, one of the Rayos o.ntimatos is preferred by the authors.

Let us examine more closely tho MIX1 of N when sampling stops after no observa-

tions. Set Y1  X and Y ,X - Xi.1, 1-2,...,n0. t'hon the inequality In (3.3)

is satisfied iff the slope of the regrossion line of YI on i is positive. Further-
n,,

more if we let m oqunl this slope, then, conditional on 4 y XnO N can be
0

shown to be a decreasing function of m. Thus if the Y.l's exhibit marked reliability

growth (m large) N tends to be small. Under the assumption of exponential failure

times one would expect positive but not InrTo vwluos of m. however, sampling from a

(strLctly) U111 1 ioul tut.ion would nccoutit f.or thisa.

The date in Table I iq rrom 1. Musa's "Software Roliability Data", available

from DACS, Romo Air •ovolopment Center, NY. it contains the ordered times between

AA
failures Y,.,Y, N - 38. Tliabl 2 s•hows• the Va~lue of N computed f'rom sample sizes

It 5 10,.,, ,35,38. As can be seen, N 41. i1mi.i ucant.ly undurestiuitto•s N, 'T'his ph.nom-

1en0 has Ibocil obsurve:d Ii' other dlito skits a4 well (IOr'wrlil and sIingpurwulLla, l977).

Our analysis would suggost that the ti$sumption of exponontiallity (Jelinski-Mo-randa

model) is not warranted for this data. To verify this conjecture a test of the hypo-

thesis H.: F is exponential against H : P is strictly, DOn was performed using the
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o4Mdatitve totaZ time on test statistic of Barlow et aZ. (1972). Vk is defined by
kk

' (k-j) (k-j+l)Y,

k k
I (k-J+l)Y1

A!,i

For the data in Table I V3 8 - 13.43. Using a normal approximation to the distri-

bution of Vk one finds that

Pr{V S 13,43) ,02 .0h?8

Since small values of Vk favor DPR populations 110 is rejected. For this data the

Jelinski-Moranda model is inappropriate.,

This type of posterior analysis should he useful in determining the relative

merit of various ordOr statistic models. In asking whether the model of Jelinski

and Moranda provides a better fit than does Littlewood's we are in fact questioning

whether the variability in X,,,N is better explained by an exponential distri-

bution than a Pareto distribution. Procedures for answering such questions are

well-known.

We make one final comment pertaining to the analysis of grouped data. Quite

often the only information available is of the form r, errors detected in the inter.

val (Xi.1 1 %X] i-l,...,k. In the past it was thought necessary to assume the r

failure times uniformly distributed over the interval in order to obtain estimates

from the Jelinski-Moranda model, With the knowledgo thnt wo are observing an order

statistic process it becomes evident that the number of failures in disjoint inter-

vals follows a multinomial distribution. Thus we have the likelihood,

r

L(N,X) •N•- (1 r) (exp[-X(N-r)Xk1 (3.4)
r [,NJ r
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where r is thu Itouumbor ofV IV.I iruh iI n (x i Ix, I-11... ok, 0 X XO< .X and

r m r1 +...+rk' Sanathanan (1972) cotisidord ostimating the size of multinomial

populations whon coal prohnhtllttos tro difforentiable runctions of an unknown

parameter. The interested reader should consult this paper for details.

4, SU4WRY AND CONCLUSIONS

The problem of modeling software failures is a challonging problem which to

dnto has no satisfactory solution. In an attempt to orgnize the iiterature we

have shown that suvorul woll-knowii loduls are sp•einL unsue of superlmposod delayed

transient renewal processes. 'In particular the models ol' Jollinki and Morunda (lD72)

rind LhIttlowond (1981) were 4hown to he mumhors of the u1t4In of order statlstic pro-

cosses, which in turn is, related, via condit:lonlng arguments, to a subclass of the

Poisson processes, namely those with bounded moan functions. More importantly, the

estimation problems oncountorod in using these models were put in their proper per-

sp.vtive. The reluvance of' tho l1iumontluil tuid Marcus (1075) rosults had previously

oscapod tho attontion of workers In this field.

There is currently i eonnidornblu , mount of interest in dotermtning which model

works bost, We hove pointed out a simple procodure for verifying model assumptions

argnia•t existing dntn mots and compartLi the fit of certain models. Unfortunately,

having the uurroct model doos not guarantoo one of obtaining reliable maximum like-

lihood ostimatcs of error content. Since this is the parameter of paramount intorest,

it is necessary to examine altornative forms of ostimation, IangberA and Singpur.,

walla (1981) have addressod this problum with Ia Ihyosian approach which also allows

them to unify some of the literature on software reliability models.
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ML-TIODOLOGY FOR ESTIMATING HISSTON AVAILABILITY AND!
RELIABILITY FOR A MULTIMODAL SYSTEM

Henry P. Betz
U.S. Army Material Systems Analysis Agency

Aberdeen Proving Ground, Maryland

I. INTRODUCTION

Developmental Testing constraints sometimes requiro that a
system be tested according to a profile that is different from the
mission profile for which the syetem's reliability requirements were
specified. For example, a surface to air missile system whose cap&-
bilities include movement, surveillance, and target engagcment might,
because of accelerated testing requirements, be to&ted extonsively in
the target engagement mode (in order to assure that all engagement
performance requirements are met) and only minimally in the movement.
and surveillance modes (Figure 1). However, in the tactical mission
profile, surveillance functions might encompass the majority of the
mission (Figure 2). It would be incorrect to compare the system avail-
ability and mean time between failure (MTBF) demonstrated In the test
scenario to the requirements specified for the tactical scenario, This
is due to the fact that the engagement mode of operation is more complex
and therefore, many more failures associated with itwould be expected.
Although the rats of failure detections experienced in the engagement
mode of the test scenario would remain the same as in the tactical one,
the amount of time spent in the engagement mode of the tactical scenario
is much less than the toet scenario which means that a smaller number
of engagement mode failures should be expected on a per mission basis,
In this situation, it can be seen that evaluating the system TrBF based
on the test scenario would understate the MTIF value, In order to
determine if the system meets its relisbility specifications, the re-
liability of the system in the tactical mission must be evaluated from
data collected in a test scenario which is entirely different.

This report will develop a methodology that can be used to
evaluate a system which is operated in a series of n modes with the

ith mode being defined as having a certain number of subsystems operating
in it and mode 1 1 conisists of mode i subsystems plus additional sub-
systems operating. That is, subsystems operating in mode i are nested
in mode i + 1 (Figure 3).

In addition, the corrective maintenance time and logistics
delay time that will be seen in the field are not always known at the
time of development testing, either because maintenance procedures
are not fully specified at that time or for expedioncy's sake contractor
personnel perform maintenance normally done by the soldier. This report
allows for the insertion of maintainability parameters derived from
other sources ite. maintainability demonstrations, logistics simulations,
etc.

AC KNOW LDGEMENT
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Figure 1. Possible Test Scenario.
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2. URIVATION OF EQUATION'

The first step in deriving MTBF and operational availability 3
estimates is to begin with the basic definition of operational avail-
ability from which we will derive the mission profile MTBF. It is
assumed that estimates of failure rates or MrTBPs for each of the

Soperating modes are available. The basic definition of operational "
availability [1] is given by

A0 I UPTIME
SUPTIME DOWNTIME

Let us define

Sk time spent in mode i as specified by desired scenario

5TBFi mean time between failure detections of operating
mode i (derived from test scenario)

MDT 1 * mean downtime including logistics downtime in
operating mode i (either specified in tactical
scenario or determined by other means - maintainability
demonstration, simulation, etc.) If these individual
values cannot be determined, use MDT for all values

iL,,•,•,of MDT .

IMDT • Overall system mean downtime calculated as

., ki

IiMT5P * 1) ITi if MDTis are available.

Otherwise, use an overall MDT from test, simulation,

Now, total time is uptime plus downtime, or uptime equals
total time minus downtime. Prom the definitions it may be noted that
total mission time, T, is given by

T ".k

In determining downtime, it may be noted that

T ki k

is the expected number of failures in operating mode i and multiplying
this by the expected downtime for mode i, MDT,, gives the expected
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(10•'iFtim Ino 3 model, i. The ort',r,.,

UPTIME [ k (WY-( -k MDT (2
b+

and thus, it follows that

It may be shown that A0 is a weighted average of the mode
availabilities. On rearranging (3), we have

!I'k/(dTIFL MDTi) . MDT

bFB
A I ki• I•i

I•~ + MD J, •

rj *B + MDT~

• Wi Ao/

Now, we may Also view AO as

A. (4)
where MTBtSys is the system mTBP. EqUating (3) and (4) we have

0 ikD MD
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Ii
Ikearranging and solving for system KTB: yields

rT

MF Sy MTF-DT (5)

3. EXAM4PLE OF APPLICATION

Consider a surface to air missile system which is characterized
by three modes of operation - travel, surveillance and target engagement.
A system TBFP raquirement of 100 hours and an operational availability
requirement of 0.90 have been set. The typical 24 hour scenario for
which the requirements were set is as follows:

i•,• Time Chourel

During the test program the following failure detection rates

were observed:

f t4RBF:

Travel 1000iSurveillance Soo

Engagement so

Overall moan time to repair was determined to be 6 hours and mean
logistics delay time was found by a logistics simulation to be 14 hours.
No other information is available.

The question is then, has the system demonstrated requirements?
Using equation (5) we have

TBP-py --. k -T MDT
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Therefore wTBFra s - 24 ' I

SYS +20 21 +00 0 500 210. SO + 20

MITBFy 323 hrs.

Using Equation 3, we have:

Ao a WrL 'TIRE IN RISS1ON

A50 W I .
Aou " ('.,~24 24 T J +o4 4 2) 0

AO " .94

Therefore, the system requirements have been demonstrated.

REFERENCE
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RELIABILITY PREDICTIONS FOR BLACK HAWK PRODUCTION AIRCRAFT

Clarke J. Fox
U.S. Army Materiel'Systems Analysis Activity

Aberdeen Proving Ground, Maryland

• ABSTRACT

In the final stage of the BLACK HAWK helicopter prototype development, a

large number of delayed fixes were proposed for the production aircraft. The

BLACK HAWK Project Manager requestad that AMSAA evaluate the impact of these

delayed fixes on the reliability of the production aircraft. A methodology

was developed to predict the reliability of the production aircraft based on

estimates of the effectiveness of the delayed fixes and estimates of the rate

of occurrence of new failure modes.
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1. INTRODUCTION

In December 1976, Sikorsky Aircraft was awarded a production contract for

the BLACK HAWK utility helicopter (UH-60A). However, further development work

was needed on the prototype aircraft prior to production deliveries. This

period of advanced prototype development was called the Maturity Phase. Dur-

ing this period, a significant degradation in the aircraft system reliability

was observed. This degradation was attributed primarily to a more severe

contractor test environment and wear-out of some aircraft components. An

additional aggravating factor was the deferral of all reliability Improvements

to the production phase. Consequently, no fixes or engineering modifications

would be tested on the prototype aircraft. These circumstances prevented the

BLACK HAWK Project Manager from determining the progress of the aircraft to-

ward meeting the established system reliability goal of 4.0 hours MTBF. In

order to determine the likelihood of meeting this goal, the Project Manager

requested that the Army Materiel Systems Analysis Activity (AMSAA) conduct an

evaluation of the effectiveness of the delayed fixes and predict the system

MTBF of the production aircraft, This evaluation would allow the Project

Manager to make timely managerial and technical decisions in order to correct

problem areas prior to production.

2. ME7HHODOLOGY

2.1 Basis for Prediction. The prediction cf the reliability of the

production BLACK HAWK was based on analysis of existing Maturity Phase fail-

ure modes in light of proposed engineering fixes, and the merging of this

analysis with an estimate of the rate of occurrence of new failure modes.

Existing Maturity Phase failure modes were also evaluated to identify any

modes which exhibited wear-out characteristics or which were discovered during

a modification or special test procedure peculiar to the contractor test

126
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environment. These type of failure modes were considered to be "unlikely

occurrences" on new production aircraft.

2.2 Analysis of Existina Failure Modes. The analysis of existing failure

modes was based on failures occurring during 457 flight hours of Maturity

Phase testing. A total of 273 failures were charged to Sikorsky during this

457 flight hour period. An Amy team of engineering personnel was organized

by AMSAA to estimate the effectiveness of the contractor fixes for these

failures. The effectiveness of a modification on any given failure mode was

evaluated by means of the average effectiveness factor (k factor) assigned to

that mode by the Army team. For example, a k factor of .60 assigned to a fix

for a particular failure mode over a certain time interval would Indicate

that after the fix is incorporated, 60% of the number o? failures of that

particular mode over the same time interval would not be expected to occur;

that is, only 40% of the number of failures would be expected to occur over

the same time interval if the fix were incorporated.

Thus, If N represents the number of failures of a particular mode occurr-

ing over a certain time period, and E(N) represents the expected number of

failures over the same time period after the fix with effectiveness factor k

is incorporated, then

E(N) - N(i-k).

Fixes were proposed by Sikorsky for 243 of the 273 failures during the

Maturity Phase. Table 1 provides a breakdown of the 243 failures by major

"subsystems and the expected number of failures in each subsystem after apply-

ing to each failure in the subsystem its respective k factor as determined by

the Army team. After applying the k factors to the 243 failures for which

fixes were proposed, the expected number of failures based on 457 flight hours

was reduced from 243 to 91.85.
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TABLE 1. FAILURES FOR WHICH FIXES WERE PROPOSED

EXPECTED EXPECTED FAILAURENUMBER OF NUMBER OF RATE (BASED ON§UýBSYSTEM FAILURES FAILURES* 457 HOURS,)
Rotor 42 11.61 0.025
Transmission ' 2.08 0.005
Propulsion (GFE) 13 1,.55 0.012
Propulsion (CFE) 25 8.75 0.019
Elictr.cA1 27 12.11 0'A026
Avionics 33 20.64 0,045
Airframe 32 11.665 0.025

Electronic
,Cntrols 15 2.56 0.006

Hydraulic/
Flight Controls so 16.90 0.037

TOTAL 243 91.85 0.200

*Obtained by applying to each failure the average k factor assigned by the

Government Evaluation Team
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It was anticipated that prior to production deliveries, fixes would be

installed for the remaining 30 failures out of the total of 273 failures.

The effectiveness of these fixes was estimated by Qategorizing the 30 failures

by subsystem, and applying the average subsystem k factor derived from the

total 243 failures reviewed to the respective number of failures in each sub-

system. Table 2 provides the breakdown of the 30 failures by subsystem and

the expected number of failures after application of the k factors discussed

above. The expected number of failures was thus reduced from 30 to 11.6.

The 273 failures which were charged to Sikorsky during the 457 flight hour

[ period were evaluated to determine those modes which exhibited wear-out char-

Icterstics or which were discovered during a modification, special inspection,

or experimental procedure peculiar to the contractor testing, These modes

were not considered likely to occur on production aircraft, The Army team

identified 46 unlikely occurrences among the 243 failures with fixes. An

AMSAA independent analysis identified an additional 16 unlikely occurrences

among the 243 failures with fixes and the 30 failures without fixes. The

AMSAA analysis thus considered 62 failures as unlikely occurrences among the

total 273 failures. Fifty-eight of the 62 unlikely occurrences Were dis-

covered among the 243 failures with fixes, yielding a total of 185 failures

with fixes and purged of unlikely occurrences. Four of the 62 unlikely

occurrences were discovered among the 30 failures without fixes, leaving 26

failures without fixes and purged of unlikely occurrences.

Table 3 provides a breadown by subsystem of the 185 failures with fixes

and purged of unlikely occurrences, and the number of these expected to occur

after applying the k factors of the Army team. The expected number of failures

after the k factors are applied was reduced from 185 to 70.2.
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TABLE 2. FAILURES WITHOUT FIXES

EXPECTED EXPECTED FAILURE
NUMBER OF SUBSYSTEM NUMBER OF RATE (BASED ON

SUBSYSTEN FAILURES K FACTOR FAILURES* 457 HOURS)

Rotor 2 .723 .55 0.001
Transmission 3 .653 1.04 0.002

Prooulsion (GFE) 0 .573 0.00 0.000

Propulsion (CFE) 3 .650 1.05 0.002

Electrical 4 .561 1.80 0.004

Avionics 4 .374 2.50 0.005

Airframe 2 .635 1.27 0.003

Electronic
Controls 4 .829 0.68 0.001

Hydraulics/
Flight Controls 8 .662 2.70 0.006

TOTAL 30 11.59 0.024

*Obtained by applying the subsystem average k factor to the failures in that

subsystem
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TABLE 3. FAILURES FOR WHICH FIXES 14ERE PROVIDED (PURGED OF UNLIKELY OCCURRENCES)
EXPECTED FAILURE

NUMBER OF EXPECTED NUMBER RATE (BASED ON
WUBSYST,?4 FAILURES OF FAILURES* 457 HOURS)

Rotor 91 5.80 0.013

Transmission 3 0.97 0.002

Propulsion (GFE) B 3.92 0.009

Propulsion (CFE) 20 6.32 0.014

Electrical 24 11.77 0.026

Avionics 29 18.36 0.040

Airframe 23 6.85 0.015

Electronic
Controls 15 2.56 0.006

Hydrul1icu/ I

Flight Controls 42 13.63 0.030

TOTAL 185 70.18 0.155

*Obtainid by applying to each failure the average k factor assigned by the

Government Evaluation Team (Appendix A)
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Table 4 provides the breakdown of the 26 failures without fixes and purged

of unlikely occurrences and the expected number of failures after application

of the k factors discussed above. The expected number of failures was thus

reduced from 26 to 10.3.

TAble 5 combines the results of Table 3 and Table 4 to give the total ex-

pected number of failures (purged of unlikely occurrences) after proposed

corrective actions (Table 3) and after anticipated corrective actions (Table

4) are incorporated. A total of 80.5 expected failures (purged of unlikely

occurrences) was thus obtained, yielding a failure rate of 0,178 based on 457

flight hours.

2.3 Analysis of New Faflure Modes. It was expected that the production

aircraft would experience new failure modes which had not been seen on pro-

totype aircraft, An estimate of the rate of occurrence of new failure modes

on production aircraft was obtained by considering the rate of occurrence of

new failure modes through all Basic Engineering Development (BED) Phase and

Maturity Phase flight testing.

Figure 1 presents a log-log plot of the cumulative rate of occurrence of

new failure modes versus the cumulative test time during the BED Phase and

Maturity Phase flight testing. The linear fit of the data on the log-log

plot indicates that the occurrence of new failure modes follows a non-homogen-

eous Poisson process with intensity function given by r(t) 8 XBtB'l(Reference

1). The function r(t) represents the instantaneous rate of occurrence of fail-

ure modes. This function is shown in Figure 2 with estimates of % and B ob-

tained from the AMSAA Reliability Growth Model (Reference 1). The expected

rate of occurrence of new failure modes on the production aircraft was esti-

mated as follows:

if E(N(t)) represents the expected number of new failure modes in time t,
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TABLE 4. FAILURES WITHOUT FIXES (PURGED OF UNLIKELY OCCURRENCES)

EXPECTED FAILURE

NUMBER OF SUBSYSTEM EXPECTED NUMBER RATE (BASED ON

USUSYST? FAILURES- K FCTOR FP FAILURES* 457 HOURS).

Rotor 0 .723 0.00 0.000

Transmission 3 .653 1.04 0.002

Propulsion (OFE) 0 .573 0.00 o.00

Propulsion (CFE) 1 .650 0.35 0.001

Electrical 4 .551 1.80 0,004

Avionics 4 .374 2.50 0.005

Airframe 2 .636 1.27 0.003

Electronic" controls 4 .829 0.680.0

Hydraulic/
Flight Controls 8 .662 2.70 0.006

TOTAL 26 10.34 0.022

*Obtained by applying the subsystvm average k factor to the failures in that

subsystem
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TABLE 5. TOTAL. FAILURES (PURGED OF UNLIKELY OCCURRENCES)

EXPECTED EXPECTED FAILURE
NUMBER OF NUMBER OF RATE (BASED ON

SULSYS$TEM FAIL.URES FAILURES* 467 HOURS)

Rotor 21 5.80 0.013

Transmission 6 2.01 0.004

Propulsion (GFE) 8 3.92 0.009

Propulsion (CFE) 21 6.67 0.015

Electrical 28 13.57 0.030

Avionics 33 20.86 0.046

Airframe 25 8.12 0.018

Electronic 4
Controls 19 3.24 0.007

Hydraul ics/
Flight Controls 50 16.33 0.036

TOTAL 211 80.52 0.178

*Obtained by adding the number of failures in each subsystem from Table 4

and Table 5
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t B--. Bthen E(N(t)) - xBt dt - t

As depl•ted in Figure 2, production testing on the BLACK HAWK began after

approximately 2500 flight hours of testing during the Basic Engineering Develop-

ment (BED) Phase and the Maturity Phase. This testing on firt production year

aircraft was expected to accumulate 1500 flight hours which would extend the

total fli;ht time on prototype and production aircraft to 4000 flight hours.

The number of naw failure modes occurring on production aircraft would then

be those occurring between 2500 and 4000 flight hours on Figure 2. The ex-

pected number of new failure modes between 2500 and 400U flight hours was thus

estimated by E(4000) - E(2500) a N(4000) - X(,500)B * 124.

This value was obtained with the estimates of X and 8 shows in Figure 2.

The expected rate of occurrence of new failure modes was then estimated to be
124/1500 - 0.08.

2.4 Prediction of System MTBF. The prediction of system MTBF was obtain-

ed by adding the rate of occurrence of new fiilure moues to the failure rate

of Table 5 which represents toe rate for existing failure modes purged of un-

likely occurrences and adjusted for contractor fixes. The calculation is

given below:

0.08 (unseen failure mode rate) + 0.178 (Table 5) - 0 258 failures per hour.

The failure rate of 0.258 corresponds to a system MTBF of 3.9 hours.

3. CONCLUSIONS

The system MTBF prediction of 3.9 hours indicated to the Project Managtr

that no drastic measures in terms of program cost or testing would be required

to meet the MTBF goal of 4.0 hours. At the same time, however, it was appar-

ent that the contractor could not afford tc reduce his efforts in improving

reliability.
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The production BLACK HAWK aircraft was subsequently delivered to the Army

and demonstrated an MTBF of 3.7 hours as reported by the US Arm~y Aviation

Bcard during initial production testing. This value compares favorably with

V the prediction of 3.9 hours MTBF developed by the methodology in'this paper.

However, the MTBF of 3.7 reported by the Aviation Board did not include a

large number of d~eferred maintenance actions. These deferred actionS Were

largely quality control defects peculiar to initial production deliveries.

If these defects are included, the MTOF of the early production Aircraft is

reduced from 3.7 hours to 2.9 hours. In future applications of the meth-

odology in this paper, an adjustment will be required to account for large

numbers of production line discrepancies.
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POTENTIAL MILITARY APPLICATIONS OF TWO-PHASE SAMPLING

Patrick D. Allen

US Army Concepts Analysis Agency

8120 Woodmont Avenue

Bethesda, MD 20814

and

Stephen M. Rasey

Getty Oil Company
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ABSTRACT. Two-phase sampling is a relatively unknown technique

which, in military applications, could save money in several areas of

measurement. By first classifying the population through the use of an

inexpensive method, one reduces the number of expensive measurements

which would be required if traditional one-phase sampling were used.

Two-phase sampling achieves this by better utilizing information gained

by classification than does traditional stratified sampling.

I. Introduction. The purpose of this paper is to inform a larger

portion of the military analytic community about the benefits and tech-

niques of two-phase sampling. In these times of reduced budgets and in-

creased emphasis on efficiency, any technique which can reduce the total

cost of an experiment or measurement should be considered as an alterna-

tive approach to the problem.

The first part of the paper describes several military application

areas in which two-phase sampling appears to be feasible and beneficial.

139

[ .. . .
U I



The second part familiarizes the reader with a brief description of the

basic theory behind two-phase sampling. The third part gives the gen-

eral problem formulation and solution, along with a computational ex-

ample.

II. Possible Areas of Application. Many military studies require

descriptive statistics on large populations for which comprehensive and

exhaustive measurement is either infeasible or too costly. Sampling is

used to extrapolate information about a set by measuring one or more at-

tributes of a subset selected at random from this set. One can either

choose the number of samples given a desired level of confidence, or one

can obtain a confidence level given a fixed number of samples or budget

limitation. In some cases, however, the rosts associated with taking

the number of samples required for a given confidence level are prohibi-

tive or unnecessarily expensive. Two-phase sampling may allow the ex-

perimenter to obtain the desired level of accuracy within specified bud-

get constraints.

There are several potential areas of application, both military and

nonmilitary, in which two-phase sampling may be better than single-phase

sampling. One situation involves the destructive/nondestructive methods

of testing the components of a system. Destructive testing is not de-

sirable when the component is expensive. If non-destructive testing is

applied instead, the Individual tests are less costly, but, since a much

larger number of them might be required, total costs may be no less ex-

pensive. Successive use of both nondestructive (inexpensive) and de-

structive (expensive) measurements may provide the desired accuracy with

less total cost than only a single-phase sample.
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Another potential area of military applications is in inventory man-

agement. The Army maintains large numbers of items on stock which are

inventoried annually, Usually, this Is done on a 10 percent per month

inventory cycle so that an annual Inventory is completed by the end of

the year; however, complete physical count inventories are expensive and

time-consuming. Two-phase sampling may help in this area as well. TheF stock may be partitioned into high cost and low cost items. The high

;cost items will be completely Inventoried by a physical count and the

low cost items will be sampled. (One does not wish to have to count

every nail, screw, or washer, although it has been attemptedt Some in-

ventory operations base a count on the weighing of many small homogene-

ous items.) Information about the state of the complete stock may be

obtained by this method.

Another way of improving inventory control is to first segregate the

Items tu be counted according to demand records. The first phase of

sampling is the sorting of the potential inventory into categories com-

"prising the most popular demand items. The second is the physical

counting of those high demand items. The two-phase sampling technique

will show how to do this at least cost.

A third area of military application is in personnel studies. The

A-my maintains large data bases describing various subsets of the mili-

tary population relevant to military performance. (For example, the

proportion of now recruits who went AWOL after receiving a monetary bo-

nus was found to be quite high at one time.) Measuring a certain attri-

bute of the population by personal interviews, or even questionnaires,

can be both time-consuming and expensive. However, use of a first phase

I'
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to subdivide the population before taking the second, more expensive set

of measurements can give the same amount of accuracy at less cost.

Two-phase sampling is not the same thing as stratified random sam-

pling. Most-questionnaires are based, upon stratified random sampling,

which simply samples a random group from the stratified categories de-

fined by the experimenter. However, If the data defining the strata are

old or not currently accurate, the results of the estimation will be

biased. 1 This is because two-phase sampling estimates the strata

weights in the first phase, which provides more current estimates than

in stratified random sampling.

III. A Brief Description of the Basic Theory. The classic presen-

tation of two-phase sampling was given by Cochran in his book, Samoling

Techniques. The total variance of the unbiased estimator for the

stratified mean (pst) of the variable y in two-phase sampling Is given

by the equation:

11 + W113V(yst) " $2(,''ji) + -n - -1)h
S ¶n' 1h

where: S2 is the variance of the total population,

S is the variance of each stratum (h-l,...,L),

Wh is the weight given to each stratum of the population where

Wh 0 Nh/N,

N is the total population,

Nhis the subpopulation of stratum h,

n' is the size of the first sample,

nohis the number of stratum h in the first sample,

nhis the number of stratum h in the second sample,
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vh Is the proportion of the second sample taken from the popula-

tion given by the first sample in that stratum, or

Ah" lh. Y2]

dg
The assumptions required for this to be true are:

(1) The first sample must be random.

(2) The second sample is a random subsample of the first sam-

pling.

(3) The first sample is large enough so that the estimated

weights (Wh) are all nonzero.

(4) Every proportion found in the optimal solution is less than

the total number chosen in that stratum In the first sample,

iee. ný is greater than nh.

The purpose of the first sampling is to determine the strata

wetghts. The purpose of the second sample is to estimate the strata

means so that the population mean may be estimated in an unbiased way.

Stratified random sampling may give biased estimators, whereas two-phase

sampling will not. 2

Equation [13 may be rewritten as:,

(S2 E• Sh,) ÷ Vh Var(lst) ÷N [33

Notice that If all of the variances of each stratum are identical,

then the first term becomes zero and we are back to a single-phase sam-

pling problem. Two-phase sampling seems to work the best when a small

percentage of the population has high variance while the rest of the

population has low variance. This also shows how two-phase sampling has
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a slight edge over stratified sampling. Notice that the variance terms

on the right-hand side of equation [3) are larger than in the single

sample case, which includes only Var(•st). Also, in each tern on the

i.•_.left-hand side, the numerator is smaller than tn the stngle sample case.

+• ~Of course, 1the sum of the tams on the left-hand side must: be less than

heright-hand •tde when the conftdence tnterval is fixed, In the case

); where the opttmal number of samples is small and the number of strata is

ii large, tWb-phase sampltng may do worse !than single-phase sampltng; how-

ever, such conditions are rare.

,. ~IV.. Ge~nera.l Problem Formulation and Solution. In general, t~he ex-

perimenter will wi$h to determine how many samples should be taken in

.!il'each phase and tn' each stratum, Even t~hough t:he problem formulation ts

.'•;. nonlinear, there is a relativelyv simple method of solution, The general

,•Vj ," V(9•st) " aljxI E4J

,,,whereaj Sj[5

', x (I/nt . 1/N4). [6)

The obj}ective ts to minimize K, where cttis cost of measurement nt, or

Mtn K • Cant 7

subject to:

~atjxt g v~j [8] ,.
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and
0 l xt 9 (1 - 1/Nt); £9]

where l-1,...,p, where p is the number of characteristics addressed

in the problem.

There are two ways to solve this formulation with a linear objective

function and nonlinear constraints. One uses Lagrangian multipliers and

the other uses geometric programing. A third solution uses a transfor-
mation which makes the objective function nonlinear and the constraints
linear, as shown by Kokan and Khan (1967). All methods give the same

solution,

Xij aj j E103

where
Kj • Vj + 1113

The procedure for finding the solution to a given problem is to

first find a constraint which Is not dominated by any other constraint,

and then calculate the solution given by equation E10). If this solu-

tion satisfies all constraints, the optimal solution has bwen found.

The following example should help explain the procedure.

A problem of estimating plant biomass in Range Science has been de-

fined as a two-phase sampling problem. There are three strata of plants

to be measured at minimum cost subject to constraints on total variance.

In the constraints given below, the numbers for the ajj have been com-

bined into one coefficient, and the right-hand side has been divided

throogh. The resulting formulation Is:
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Minimize .5n1 + 5n2  t12)

such that
200/n 1 + 12/n 2 j 1

175/n 1 + 40/n 2 g I

150/n 1 + 30/n 2 1 1

170/n, + 20/n 2 • 1

175/n 1 + 25/n 2  I I

and n1 I n2 > 00

where nt is the number of samples of phase i to be drawn. We can

see from the first constraint that a lower bound on nj and n2 is re-

quired to be n2 ý 12 and n, 1  200 for the first constraint to be feasi-

ble. Similarly, for constraint two, n1 k 175 and n2 1 40. For the rest

of the constraints we have n1 • 150 and n2 1 30, nI 1  170 and n2 1 20,

and n1 k 175 and n2 1 25. But notice that the last three constraints

are totally dominated by the second constraint. Therefore, the last

three constraints can be ignored since they do not influence the problem

in the presence of constraint two. This brief anaysis gives us an Imme-

diate lower bound on the minimum cost at 300.

When we try our solution from equation [103, n1 a 354.92 and n2 *

27.49 if we chose the first constraint as being active. However, this

violates the second constraint. If we choose the second constraint as

being active, then the optimal solution is obtained: n1 j 439.58, n2

66.46, and minimum cost is 552.08. Notice that since the solutions are

noninteger, one must round up.
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V.Conclusions. The two-phase sampling technique appears to be ap-
plicable to a large number of military problems. When applicable, it

has potential for cost-saving relative to traditional single-phase sam-

pling. Although not as easily applied as stratified random sampling,

two-phase sampling usually will do better especially when the data are

not up-to-date. The general solution shown li this paper can be applied

with the use of a hand calculator. Two-phase sampling is not applicable

when no data or a priori assumptions about the variances of the strata

are known or when they are expensive to obtain.
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2) Lb~j4o

B1bl1ograohy

Cochran, William G., Slmoling Techniques,, New York, John Wiley and Sons,

1977.

Kokan, A. R., and S. Khan, "Optimum Allocation in Hultivariate Surveys:

An Analytical Solution," Journal of the Royal Statistical Society. Ser-

jea B, 1967.

Pechanec, J. F., and G. 0. Pickford, "A Weight Estimate Method for De-

termination of Range or Pasture 'Production," Journal of the American.So

ciety of Agronon., Vol. 29, 1937.

Stuart, Alan, Basic Ideas of Scientific Sampling, London, Griffin and

Company, LTD., 1976.

147

~~~~~~~~~~1 1,., . -jr). .K2Il~ .~ i



DESIGN OF A MULTIPLE SAMPLE WESTENBERG TYPE TEST FOR SMALL SAMPLE SIZES

James R, Knaub, Jr.
US Army Logistics Center

Fort Lee, Virginia

ABSTRACT. This paper discusses so experimental design which is based on a
mu tiple aample extension of Westenberg's Interquartile Ran e Test (random
effects) and the Westenbirg-Mood Median Test (fixed effects , Both type I and
type 11 error probabilities have been computerized for small sample sizes using
an exact test which is a multiple sample extension of a' two-tailed Fisher Exact
Test. Unlike other distribution free analysis of variahnc tests such as
Kruskal-Wallis or Friedman, random effects may be investigated, and practical
type II error analyses are available. When sample sizes are large, the
chi-square distribution will provide a reasonable approximation; however, when
sample sizes are small this test is needed.

Current plans are to use this test in coordination with other statistical
methods to analyze data from a study being conducted concerning manpower
reoqirements in the vari•us types of units found in the US Army. This will be
discussed briefly inthis paper also.

INTRODUCTION

This paper is based upon a part of Annex B to reference 2, which Is a study
plan for gathering data on the amount of time expected to be spent by soldiers,
articularly in a wartime environment, on duties other than their primary
ilitary Occupational Specialty (MOS) duties. An earlier study, reference 4,

indicated that, for example, median times to be spent on Kitchen Police (KP)
activities were expected to be the same when comparing questionnaire results
from a number of US Army posts. (The Kruskal-Walls test was used as the
sample distributions were decidedly non-normal.) However, a cursory study of
the data indicated strongly that the variances were quite different. One
explanation would be that various types of Army units stationed it these posts
could have influenced the data In such a way, In the current study, reference
2, units are broken out by category (combat, combat support, combat service
support) and logical region (division, corps and echelons above corps), and in,
some cases by unit type (e.q., transportation, chemical, etc.). In reference
2, Annex B suggests a number of analytical methods for examining the results of
this study as designed in that study plan. For comparing units in three
logical regions (LRs) and three categories (CATs) for both fixed and random
effects when the assumption of normality may not be reasonable, the methods of
this paper have been developed. The Statistical Package for the Social
Sciences (SPSS) will be used for much of the analysis, but the computer
programs for the hypothesis tests to be given here are given as an appendix to
this paper since they are, of course, not found in the SPSS.
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NEW STATISTICAL HYPOTHESIS TEST
FOR DISTRIBUTION-FREE ANOVA

This test is basically a multiple sample extension of the Westenberg
Interquartile Range Test and the Westenberg-Mood Median Test. As such, the
underlying statistics are from Fisher's Exact Test for proportions. At the
foundation of Fisher's Exact Test is the following mathemttical expression:

[(A÷B)IriB(1-rl)A(c+D)lrD(1-r2)C]/[A!B1C!D1]

[(A+B+C+D)!ro (1-ro)A]/[(B+D)!(A.C)I]

This Is the probability of having A "failures" in one sample when the
probability of "success" Is r%, and C "failures" in the other sample with a

probability of "success" r2 , normalized to having a total of A+C "failures" in

the combined sample with overall probability of "success" rO. ("Success" and

"failure" must be defined in each application. These words are used more
accurately when Fisher's Exact Test is applied in the comparison of system
reliabilities, however, when used to Judge, for example, whether two (or more)
samples appear to come from populations with the same interquartile range,
"success" could denote an observed value within the interquartile range of the
combined sample, or vice versa.)

When determining the probability of a type I error, since the null
hypothesis is that of equal probabilities, r 1 , r 2 and r0 are set equal to each
other, and the above expression reduces to:

(A÷B)I(C+O)I(B+O)I(A+C)l

AIBICIOI(A÷B÷CD)I

This is the probability of obtaining the event observed given that the null
hypothesis is true. It Is found in reference 6 and in other forms in reference
1 and other sources. In order to determine the probability of a type I error,
this case and all more extreme cases must be analyzed and their probabilities
added. [This is a one-tailed test, however, the multiple sample version (I.e.,
more than two samples), is an extended two-tailed test.)

The probability of a type I1 error was derived for the Fisher Exact Test
and tabulated in a study at White Sands Missile Range, to become part of the
material held at the Defense Documentation Center, under the title "Missile
Round Sample Size Considerations for Test Planning and Reporting," which is
reference 3. Under the alternative hypothesis of unequal rl, r 2 and rO, the

probability of the event observed becomes:

(A+B)IrlB(1-r 1 )A(C+D)r,2D(1'r,) C

AIB!CIDIp

150



where pEP[total of A+C failures in the combined sample)

A+C A+B)( 1  rX A+B-x C+D ,rD- r
J0 x "rlr r, A+C-xr 2 r2

(When B C and D k A, otherwise, not all terms will be present)

To obtain the probability of a type 1i error, the case observed and all less
extreme cases must be analyzed and their probabilities added.

The general expression for a multiple sample version of this test is
r• n A kA n M

0 {k[(A k + Bk)Irk k (I - rk) k }{[klAkOlk'lBkl}.•in Ak

; A kA k lrkk(1, - rO) k){kil(Ak + B0k3)

Where,

AkiThe number of "failures" In sample k,

BkIThe number of "successes" In sample k,

rk;The probability of "successes" in the kth sample,

and

roaThe overall probability of "success."

Also, EAk is a constant.

In order to determine which cases are "more extreme" for the purposes of
calculation, consider that the idealized result under the null hypothesis
constitutes a point in n-space, where n is the number of samples being
compared, and so does the Idealized result under the alternative hypothesis, as
well as the actual result obtained. The square of the geometric distance
between the result obtained and that ideally obtained for the null hypothesis
is denoted DA, and similarly for the alternative hypothesis one has DB in the
computer program which was developed for this test. The test can be adjusted
for unequal sample sizes, however, writing a general program for this Is
difficult, so the current form of the program only considers equal sample
sizes.

Of all the ANOVA methods available, this method can be the most Informative
and accurate because it makes no distributional assumption (unlike the F-test);
it cannot be easily fooled by random effects (unlike the Kruskal-Wallis Test
which is basically a fixed effects test); and it lends itself to int.rpretable
alternative hypotheses for meaningful power analyses (essentially unlike any
other ANOVA).
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The alternative hypothesis that will be used in the case of comparing four
samples could, for example, be that two of the proportions will be 0.4:0.6 and
two will be 0.6:0.4. In the case of three samples, 0.4:0.6, 0.5:0.5, and
0.6:0.4 could be used. This is a more stringent alternative than in the four
sample cases; however, the odd number of samples makes this unavoidable, and
these alternatives are relatively easy to interpret and communicate to the
decision maker. For future reference, in this example of alternative
hypotheses, one has W = 0.40.

APPLICATION

It was found in reference 4 that data of the nature to be gathered for
reference 2 may be decidedly non-normally distributed, Other distributional
forms could be experimented with, and/or transformations used. However, one
will not be certain of the effects of such manipulations. In reference 4, the
Kruskal-Wallis One-Way Analysis of Variance (ANOVA) was used. This is a
distribution free test which concentrates on location. (It is basically an
extension of the Wilcoxon Rank Sum Test to more than two samples,) From this
test, in an example given on KP, no significant difference was found between
data sources as far as location was concerned. However, it was obvious that
large differences in dispersion did exist. The Kruskal-Wallis Test could not
discern this, nor can the power of the test be clearly described. For these
reasons, a k-sample extension of Westenberg's Interquartile Range Test and the
Westenberg-Mmod Median Test (see reference 1), where k is greater than or equal
to 3, has been derived based upon work performed at White Sands Missile Range
(see reference 3). Using this new hypothesis test, both randor, &nd fixed
effects can be investigated (dispersion and location), and the orrý-ability of a
type II error (in a simplified sense, the complement of power, see reference
3), will be provided for an understandable alternative hypothesis. (It should
be emphasized that being distribution-free, bimodality, etc., will not be a
problem.) The computerization of this new hypothesis test runs into practical
limitations for most cases when k is greater than 5. However, the Chi-square
test for proportions will adequately approximate this test in most practical
situations. If all sample sizes are 20 or better, Chi-square can be used to
compare all nine samples, or even all 18 when considering both CONUS and
Europe.

Evaluation is proposed as follows: the LRXCAT cells will be compared using
this new test, and also using normal-theory ANOVA (which can be implemented by
use of the SPSS). If the results are substantiall., identical, then Duncan's
multiple range test can bw used (see reference 7) to discern which LRXCAT's
have mean values which are indistinguishable at this level of testing.
However, if the results of the new vs normal-theory ANOVA's are not compatible,
further use of the new test is dictated.

(Note that the LRXCAT cells are being treated independently; i.e., neither LR
nor CAT effect is being studied separately. This, this is a one-way analysis
of variance.)

Let A represent LRIXCATI, B represent LRIXCATII, C be LRIXCATIII, D be
'LR2XCATI, etc., so that A through I can be filled into the following table as
shown:
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!If

CAT: I II III

LR:

1 A a C

k 2 D E F

3 G H

(Note that if some of these cells do not exist, this analysis will not suffer.)

Make the following four sets of comparisons: 1) A, B, 0,' E.; 2) B, C, E, F;
3) D, E, G, H; 4) E, F, H, I. If a 56% Is used, for each comparison, then
the actual probability of finding at least one Psignificant" difference is
between 5% and 18.6%, where the latter case would apply if all of the
comparisons were independent. (See reference 5.) Therefore, in reality, 5% is
less than a , which is less than 18.6%. However, given that there is one
comparison (in CONUS) out of the four enumerated above which shows a
"significant" difference, purely by chance, then the probability that the same

[ comparison under OCONUS will do likewise is ( 1)(0.95)3(0.05)(0.25) +2 9'oo)(o,.5) )(0.- 05o4
C)(0.95)2(0.505)5 + 4)0 95)(0.05) (0.75) +((0 5)(1) a 0.05.

(Whis assumes that CONUS ana 0CuN4S are equivalent. SAmething which is
addressed elsewhere in reference 2.) Therefore, the fact that comparisons will
be done in OCONUS on the same LRXCAT groupings as In CONUS can be used to
analytical advantage if CONUS and OCONUS are identical. Also, applying the same
reasoning as above, if interactive effects are ignored and if samples can be
combined first by LR, and later by CAT, then a 10% significance level for each
comparison translates into a 10% probability that should one of these two
comparisons show a "significant" difference purely by chance, then the same•; comparison under OCONUS will do likewise. Interactive effects can be handled
as on pages 139-140 of reference 1, However, the more comparisons that are to

be made, the less certainty there is in the stand-alone analysis of either
CONUS or European generated data.

If, under this plan, B, C, E and F appear to have essentially the same
variances, but none of the others do, then their variances, (i.e., for B, C, E
and F) could be "averaged" and considered as equal for purposes of feeding a
model, and the others kept as distinctive from one another. If D, E, G and H
appear to have essentially the same locations and so do B, C, E and F, then E
will be averaged with the group in which the comparison was most significant.
Further, In this example since 8, C, E and F had indistinguishable locations
and dispersions (at some acceptable level of power), future data may be
collected on them synonymously.. (If it Is decided that the risk in doing this
should first be reduced further, then increase the sample sizes in the
comparison.) In this way, the number of distinct tables of organization and
equipment (TOEs) influenced by distinct sets of nonavailable time factor
values, can be determined.

Note that although the extended Westenberg Interquartile Range Test is
basically a random effects test and the extended Westenberg-Mood Median Test is
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a fixed effects test, the random effects test can be confounded although this
could only occur in cases where a definito difference in location should be
found, and still the chance of confounding the random effects test would be
small. All things considered, this methodology has fewer disadvantages for
this application thin any alternative available.

The fact thAt CONUS and:OCONUS units will both be. studied canrtbe very
helpful here. If a certain iet of LRXCAT groupings seqm'similar in the CONUS
study, and that same set appe.&rs similar in the OCONUS study, then this would
support the conclusion 'that.they be labeled that way, If, however, one set of
LRXCAT groupings appear similar in CONUS and not in OCONUS, for'eximplv,, then
either the CONUS/OCONUS distinetion was impo6rtant,,.o the tuppose'sti1ilaritIesi, and djssimilarities may have been by chance.,. (As ianal.ternaitive approach, if
twosiets of units appear identical in CONUS, one may pinpoint those. two in'theOCONUS study and cotnpare them specifically with a two-sample test.)'

The following will also be considered: If two'dbservations.peo unit,
XCATXLR grouping can be taken, where "unit" represents a unit type such-as
transportation, the new test or a more straight forward-binomial comparison%can
yield some Over-all dispersion and/or location informat.iun fora relatively
large number of unitXCATXLRs', The computer programs marked WB1 and WC are
designed, for this purpose,(see Appendix A). Program WC can be used to analyze
several hundred samples of two observations each.

IIj
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APPENDIX A

COMPUTER PROGRAMS

A-1. Program marked WA is for a two-tailed Fisher and for three and four
samples*

A-4. PfogramWAl Is for type I errors only (it runs faster andcan be -used if
the "consumer risk" is unimportant).

A-3. Program WB1 is for type I errors with samples of, size 2 when there are up
to 14 samples- computir time for larger number. of, .saihles would be pfbhibittve.

A-4. Program WC is also for samples of size 2 but can be used for-up to
several hundred samples--note that the hypotheses are:different from the other
three programs.

In'these programs, NS is the number of sampsles being considered, IS is the
size of each sample, DA is the "distance" of the observed result'from the null
hypothesis and 0B Is Its "distance" from 'the -.41tenatIve hypothesis where 100 x
W% of the populations from which half of the samples are drawn is found outside
(or inside) of the Interquartile range of ,he combined-sample, or above (or
below) the median of the combined sample and viceq versa for the other half,
For example, if NS a 4, IS w 20, and W "O.2Bten the null hypothesis, Ho,
and the alternative hypothesis, H1 , can be represented as

H 10 10 10 10
0

10 10 10 10

HI: 5 15 15 i
,•15 15 5 5

If the observed values are

7 8 12 13
13 12 8 7

then DA a (10-7)1 + (00-8)% + (10-12)1 + (10-13)1 a 26 and DB -
(5-7)' + (5-8)' + (15-12)' ' (15-13)' - 26. Note that DB is
calculated using the order that makes it the smallest possible.

The programs are written such that the denominator of the basic
mathematIcal expression shown near the beginning of this pajer will have
ro m R. If R is replaced by a number slightly greater than 0.5 then the

distribution for the alternative hypothesis can b* "normalized" so that thre
area under the representative curve Is unity. Some values for R are given in
appendix C.

In the fourth program, WC, the number of zeroes, NZ, along with RA and RB
are explained in the first "FORMAT" statement. (Note that NZ is the same

A-1
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number as DA in program W81.) The "FORMAT" statement is written in terms of
the interquartile range of the combined sample, but could easily be In terms of
the median of the combined sample.

PA and PB have common meanings across these programs. PA is the
roailt that if th' null hypothesis were true, the result obtained, oý.&
eslikely onei would occur . PBis the probability that if the alternative

hyppith.esis were true, 'the result, obtained, or a less likely one under these
**conditions, would occur.

A-2
156



3,F'rNv K.WAKEK
FYN i1KI 01/05/62-11157(24m)

1. COMMON F(,00),n(500);Hc(5~001DAIOB,1l1;2D13,z4IAes,15;W.R
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66 1 /SXPI FOR Nis I5,DA*W#DbpR')
Wi,7, 5000 IRIADC5,ou2E~O1O)14SIS,90AW,0Bof

I. 3. OIMAT(TlLXý13.LX~PF&.aXP42.2a~Fooio~6

U.00 18 ImPLL
2. 12 AAoZ-l

11. F(I) *(0#,5*AwAA)*(o.5*Aq.AA)
1.34, G(I) *(W*A-AA)*(VI*A4-AA)I 16, AmO

23. GO TO .400D
24o &uO 30 1Imal I1S

I' 24, on 30 12poodS
2 26. 1) j - 13. 4 12

-- ~ 13 i 3LT o0); Ok*(13,GT'. IS))'0O TO 3 1
2 2 A" CALL SUII3

2 .40. 3o C1UTINU5
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54. O TO 7/0
S- 57.' 2000 ',JR1?F(bA20D01) PAPP8

5S 2001. FpRHNAT(3.XPF6.4,SXPF,.7j
59, GO Tn. 5000
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60. 201U TO
61. END

6?. SUBROUTINE 'SIJS3
63. COMMON F1s5O2IG(5oo)1M'(5o0)*DADSd1l;12013az14,A.Pms;W"R
64, DOUBLE PRECISION A.sBJ*PRD0#XoY

* 65.0, 14
66. 112 *12+1.
67, 113 913+1.

-68 .. - AA'vPI14P1?)gF15
89. LJUBB1 (I.0(I)H15

72.. 0883 OCI1I224PtIIW.Nct51

73. OBB5 uG13*(I)Hc Z
74, D856 0 * I3I*F(:12)*H(I1W
7,. 088 MINCOBB1.,DBBZBBD2IOBS64JDBBSS,0S6)
769 PROD V# .0
77. IF'(II*EQ',ZS) 00 TO 52
78 111 a is -.1 sit
79. DO 51 IPAC a 0'1
8 0. m ?SoilFAC

I1 ale Y X It
2. 82. 51. PRCODu PROODW/

81. 52 IF(12sEQ*IS) 00) TO 54
84, 3112-12
85. DO1 53 IFAC w 0#1112

2. 86. X *ISPUIFAC
2. 87. Y X 012
2. so, 53 PROD a PROD*X/Y

eq. 54 IF (I3*eEQ.1S) GO TO 56
90. 1113 a IS-1-13
91,: 00 55 IFAC w 0j1113

92. X mISwIFAC
2. 93. y X-13
2. 94. 5ý PROD a PRQD*X/Y

95. 56 IF(DAAoL?.OA) Go To 61.
96. AUA4.PROD
97. 61 IF(DBBPGEDBI GO TO 62
98. RETURN
99., 62 a3 u +RD(((*/)(o-))*(12)J~lOR*

102.. RETURN
2.02. END

103. SUBROUTINE SU84
104, COMMON F($0o 2oG(5oo,9H'cso),DoADBomIz1;2,1a~jz~,Aos,:s;WdR
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lag, DOUBLE PRECISION A,8;PRODoX*Y

Lu,. .-.- 1140,44-1
110, DAA uF(1I1)*F'(I1Za)F(1I3)+F(II4)
Il.'. DIBI~ *(1)H1

114. D1842
DU86 * G.hI3i'*0(14)4m14I(It)+H(II21)

III: PROD *1,00
119.." 1PM410IQ.2S 00 TO 152

__1 124. 111 PROD *PROD *X /Y.
____*152 F1P(I3.Eq4S) 00 O 019-4

126. ilia $0Su012

1 126. X * mIS..AC
1~ 12. i-12

1. 130. L53 PROD - PROD *x /Y
Il1. 154 lP(ISSECO.S) GO To 156

233., "OV-1"59 IPAC ` 0's?13
1 134a X ov ISwIFAC

1 136" 155 PROD a PROD *X /
* 11. 1516 IF (14.!QS) 0O TO 130

136'. 1114 a lSe1-14
1 ~ 0 I'? PAC 60;1114
140. X a ISwIFAC
1*1 Vi Y X-14

1 142, 157 PROD 0 PROD *X /Y'
* 1*), .158 1F(DAA.LTtDA) 00 TO i6i

144. A*A*PRL3D
-~tJ7bi1tDE~iD 00G TO 162

146. RETURN

147i .162 B
149, RETURN
Isom END

1s1e SOBROUTINE SUBZ
152. COMMON Fc500),o(500);HCSOO),DADR,11;12,!3,I4DADBIS;WR
L5se (JOUSLE PRECISICIN APSBPRODPW,
154a 111.I1+1

156. OAA F(1CI1) *F(1121
157. 0601 Wit1) Ht2

159

..... . ........ . ..



DB132 v 011121 * H(Ii)

160. PROD a 1.0
161.P(IISEQ'.IS' 00 TO 252 -_______

104. DO 25t IFA'C paQ-1!1

I 11615.T 14

___. DO 0' ,IFACa 0#11-11 _ ~ ~ "1'

170. 354 ?PlDAAs4Tv9A) 00 TO.257

179. s'_______TURN_

160

........ . WJ ., L¾ 19 .tr .I .tl .~rt~dhm .It .~u .vtn ..lkJ.A2 L t.~& t .



)PFTN*S KaWA1IKEK

I* COMMON F(200),oA*IIDIZ,?3a14pA#IS
2. DOUB.E PRECISION AmDORPPANSPAISPAICAP

4. 1100 FORMAT(SXPITHE FORMAT !S IZ*1X*I3dIX#F6*.24 5X1FOR Ng I So DA'I)
6. $000 R!AD(5S#b!ND!2010)N5,ISDA

11 12. ~11 FM) (0.5*A,.AA)*(O.95*A;AA) .. ~ ~,,

116. 1000 WRITE '(6#1001)__________

If, GO To 5000

20. DO 30 12.00.3

a -- 4~:~*--*-~ ~00 TO $I
a 246 311 CONTINUE

2A. CI 71 CAP 00'ItAFI

I1 30p Al~mI5 "

11 32. 711 OORP a DORP * u(ANS*ASIs/.0).AICAF)j((AN5*AIS).AlCAP)I

3vGO TO 2000 _________

lbe 360D 11~0 12400I5

3 38:, 34 aJ- 11.w12 w 1

3 40'. CALL 5U84

1 42, 1130 CONTINUE ...

- -*-."To. 70,-
44o 2000 WRITE(6*2001) PA ____________________

46, GO TO 5000
~ 10i0~STOP ...... .... .. .

460 END

sow COMMON F(200)pOAI1mI2;I3I4,*Aj,1S
DOUBLE PRECISION AoPftODOXY-'-

161



54, 113 o13+1
5. ClAA *PI1.(12pj 3
56. IF(DAA. IGE.DAI GO TO 61

57. RETURN
58. 61 PROD 2 1.0
59. IF~Ci1EQ.IS) 70 TO

60. 111 w IS 4*1 .
61. 00 SI IFAC D 0im
62. X IS1A
63. y x *I
64, 531 PROD *PKOO*X/V

*s I FclIoEQ'oSl GO TO 54

67. DO0 53 IPAC Odl
60, X ISwIPAC
69. Y - .7I0. 53 PROD PROD*X/,Y71. 54 IF (13.EQ.IS) GO TO 372. 1113 so 15-.13

DO 55 IFAC a 011113
74. X I* 1IFAC

73s Y .X,013
76, 55 PRO~D a PROO*X/Y
77o 56 AsA+PROD

7a. RETURN
79. END

SUBROUTINE SUJS4
81. COMMON F(200)#DAj111!2,j3,I4oA, IS82. D)OUBLE PRECISION APROD#X#Y

83. 111011*1
-84., 112*1241
856 11301341

87. DAA *PII.(1)PI)p1*
8~. IF(DAA@GE@DA) GO TO 161

69. RETURN
90. 161 PROD w 1.0
91. MilsEMQSi) GU TO 152
92. 111 a 15-1.411
93. DO 151 IPAC *0jIIU
94s XN1Sw1PAC
995. YX-I1
96. 151 PROD a PROD *X /Y
97. 152 1FC12sEQ.IS) GO TO 154

99. DO 153 IFAC NOAI1112
100. X a 1S.IpAC
101. Y a X.12
102. 153 PROD n PROD *X /Y
103a 154 IF(13oEQ.ZIS 00 TO 156
104, 1113 s IS-1-13
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We~ Dtl 155 IFAC PO&1113
1 106. X v IS.[FAC

107. Y a )C-13
to10, 155 PROD a PROD *X /Y
li0. 1114I a 15--t-14,

-- ~DO-1B7"1AC 'sOiI 114

Xl14. 107 PACO 6 PROD *X /Y
&amp mu I 92141FRUu

1163
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&FTNS KWBI1,KEK I
FYN 1Oki o1/osie2-~1i57t.5,)

________Rlt 2. I'ASTU-lOGNS~ i

4. C READ AS MANY CARDS AS DESIRED* ONE AT A TIME
5o C ENOSBY USING-181
6. WRITE 1601100)

..... II o 0F OR MAr - 15 X i THI -"FORMAT I S- I A ~F6V2
B'. ~I /lX.. 0 FOR -MSSDA I)______________

17. Awso

1*.lco 00 10ll1

t0. I 1000#14INS
:t, v 100 Ka'iu loh

22. 1001 FORMAT (§X.'SAD VALUE OF NPt)

24: 70 O0Rpi1'.0

26, DO 71 ICAF OP0ICAFI

I 28.AISaIS

1 30, 71 DORP a DORP * iUANS*AiS#2.ol-AICAF)i(UANS*A1SiUPAICAF))
-3.1 il...... PA w A*DDRP"

Ste......O TO 2000 ___________________

1 ~34. DO 130 12*015_______

336. 14' * 4 - 11 *12 -13

3ACALL SU- .

3 40.s 130 CONTINUE

42. 6 DO 330 Ilv0sIS

* 2 **44 00 330 130Isms ______

45 a DO. 110 14-01 1
4 46. DO 330 15u00!s

.-.. --------- 7- 16 11 12 Is3 14 IS5.. . .. -

D 48: 00IL,).R.1.T3)G TO 131
-.. - CA:L SUB, .

5 .50. 331 CONTINUE_______

_Ste 00. GTO 70
_______ B00530-1 j.0,iIS .

1 54's DO 530 12w0o1S
.'-2-" $ 0 5)0 13'OIS

4MDO 5730 __ __ __________

5 Se. DO 530 16w0jIS
------- 9.DO 530 17m0jIS
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7 61. IF((1S.LT,Or'.OR'.(IB6T'.IS)h Go O 7531
6" 2. CALL SUBB

7 6). 531. CONTINUE

6s. G0 TO 70
-66. 60 '00'730' 11 0.#15S

167. Do 7)0 lam0.15

369. 00 730 14 0 Coll
4V 70s Low flu 12043

5 71. 00 730 1680015

7 7), 00 730 lS'0,15

9 75. 110 a j-11.12fI"3.4w15;I6.17mIS.19

977. CACL SUBLO

fee

Ito 12 00 830 116081
t1 it w ISO 12-002

a 83. 00 $s0 13.00.

4 85. DO 330 15.0o2

6 ly, DO 630 17m0#2

1 89. 0o 830 1900,2

10 91. DO 5)0 I11.O.2

it93.1u1.L.1O.I12o: GO TO 5I1

1). 95. 831 CONTINUE ______

9540--5-t'4
199. DO 930 12*0#2

2 too, DO 936WMc
3 1.01. 00 930 14 m 0#2

5 103. 00 930 1640#2

7 105. Do 930 18.0,2

9 107.s DO 930 110P00.2 .

11 109. DO 930 .12.0;z
-- oc-930-i-13u02 .---.- ,-

Is il3a CALL U816

13 1156 930 CONTINUEi-. . .

117. 2000 WftITU(b,,2001$ PA
tile 200' Pu"' iit FLA P*'*t1
119. 00 TO 5000

- -----1-20-- -. ot.o -Top --. . . .
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121. END

-12.SUBROUTINE SU64
I2)Cmo fobIf M 15.1190ZTT YIi 15 I17 110T 1 ip!FITFI It

124. 1 114pAj1S
129. DOUSCE PRECISION A,,X;YjPft00

126. 11.121*1
Ils. 113423*1 __________

130. OAA (iiP1e! S. 14__ __-

131e IFIOAAeGEDA) 00 TO 106'
132. RETURN____
133. 100 PROD m 1'.0____
134, IP(liEQ*.IS) 00 TO 152 ____________

136. 00 Il1 IFAC wOdlII
isl3e XPIS-IFAC

1 138. YOX-11
1 139. S 15PROD00PROD *X /Y

1400 152 IF(12,EQ'.IS) GO TO 154 _________

--. 1i~2 1 sIi s 1!2
1421 00 153 IPAC vO.112

1 143. X a ISwIFAC
1 144, Y n Xm12
1 145, 153 PROD a PROD *X /Y

14 , 154 IF I *Q I )0 TO 136 ___________

148. DO 155 IFAC w.0.?!!)
1 149. X a ?SmIFAC
1 SO 15. X-13
1 151. 155 PROD 0 PROD OSM;

152. 156 IF (14.EQ.IS) 00 TO 15iS&________

154. DO 157 IFAC rOa1IU*
1 155. X a IS-IFAC
1 156. uV 6V- 4
1 137. 157 PROQ a PROD *M /Y -.-.-.-

158. 19 8 AmA4PROD

160. END

161. SUBRO1UTINE SU66
162. COMMON F(200),DAiZll12'ai3, 1*, S, 16,I'ta1319,Iloo11iotlgot13,

e ~1 I11*,AaIS
164. DOUBLE PRECISION AAX#YO'PROC.

165. 1L1.11.
166



ItUat34,1

a7~-- fori;SW~A 600 r0 500yW

177,00 lot IpAe 0,111

161, 351IP11114'.IQ Go To 314

1115. * X. -1 4.2

16,.00 355 IPAC v O1IM

t1-Ill Pt' ROD "ROD *X I-Y
*119. 356I 1sQ13 OT 5

I0N. DO 319 IFACm0ttiI$

t--1O~~~i--a "g-5 RO~wPo- *X* /Y,.
V05 II0 IP(16.EQ141s) Ga YO ~

107v 00 *17 IPACv0#uIII

1a 209. /Y K

--- t -~ ~ t -PROD -*X -/Y

Zile 362 ANW.ROO
- Zak It-RIU~RN . .

213. END

-. - k-. - SUBROUTINE SUIS
______ 215 DOUBLE PRECISION A&X..YOPROO

f-tle -------00MM0MN- Pt20O)iD0AJ 11 12; 1311- I413JI Ib7,1P180 19p 110K11 i112, 113,p
217. 1 I114A#13
Its: a Ilulull"
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220. 113.13*1_______
221. 114-14.21
222. 115015*1..............._______________

225. 118218.21

22oIFIDAAeGloDA) do To 0 .____

0228. RETURN ____ ____

230'. IF(hI1EQ. IS) 00 TO 562

232.. 00 56.1 .FC*O l

2. 233.Y X .'1 __ __ __ __ __ __ __ __

~T" 234o~ 8 yO... .Y11

236. 6 IFfI2.EQdSl) 00 TO 564 ___________

237, 1112 a I _______________

.238. 00 563 IFAC *0;1112___ _____

1 239., X P ISwIFAC ___ _____

2. 240. V 0 X-12____________
-24?~-"~'~ "63"'PRO' 4 ..PROD' *X-- /......
242.s 564 IFI136EQ,1S) 0O TO 566 __

244. DO 565 IFACw0o1113
2. 245. X w ZSwIFAC
2. 246m y o...1

2411"5 PRO PRDO*X/V
248m 566 1P114oEQ.IS) 00 TO 563
249. 1114 a IS-12-14
250's DO 567 iPAvooli1'.

3. 251. X * S'.IFAC -

2. 252. Y aX-14___________
2. -3.67 PROD a PRODD*X/Y

254, 568 IFCIS.EQ'.IS) GO TO 570
253. IMI u !S-2..?5
256. DO 569 IFAC a 0;1115

2. 257, X a IS-IFAC
2. 258, Y a X-15________

569 PROD a PROD *XIY. . . .--

260. 570 IFCZ6.EQ'.IS) GO TO 572
261. 1116 m IS-1-26
262t 00 571 IFAC w 0,1116

2. 263. Xu1S..IPAC -

2. 264, Y.X-16
-2. t65 571. PROD a PROD*X/

266. 572 IF(17,EQ.GIS) GO TO 574
267. 1117 * IS-1-17
268. On) 573 IPAC%0jIII7

2 2699 XuIS-IFAC
2 270. VaX-17

S--271., 573 PROD.PROD*X/Y.____
272. 574 IF(I8.EQ'*IS) GO TO 576
273o Ills a IS-1-18
274o 0O 575 IFACm0A!118

2. 275. Xw!SwIFAC
1 276, YNX-18___

277o 575 PROD w PROD *X 1Y
279. 576 A v A..PROD
279. RETURN

168



I- ND -. f

SUBROUTNIN SW~llo
MMMU1 Flowe1 lwmtt"ITi4 jle 16 ~itY,1pli 1W;OTijflitjGfi

-284- DOUS~tfPRICt~SON Ao KY;PRO0

nos.

2~T~uI5_____00 TO__

29s 61POD.-.
390vuI.

3990 761 PROD a LROO0/

Me 76l srliIO
1 301. 7111 PRDS PRO*X/

1 309. X a ISwIPAC

I 311. 165 PROD a PROD*XY

lie. 7&6 ori'.i;5-0-6 .

11941 X a 15olFAC

1 323. 761 PROD I PROD*X/Y

331. TuSFA IP. 100;O11147

1 327. a ISmIPAC

1 Dal's 769 PROD *PROD*X/Y

253s. 1116 a 1S-1-I6
5-- 3Z.26L,, 7 11RIAC6O.1115

769 PRD a PD169/



1 333. X a ISwIFAC
I334,. Y a X-16 _______ ____

1. 3335. 771 PROD a PROD*X/Y __________

336's 772 IFC(17.EQ;IS) 00 TO 774 ________________

338p DO 773 IFACo0,t!17
1 339, x Is,; PAC'.:
2. 340. y Xu1
1 341. '77) RD~PO*/ .. " - . . - . - -

342.0 774 IF(IS.EQ-4S) GO TO 776

344, 00 775 IM4001RI........

1 34w -1795 PROD N.PROD*X/Y
____348. 776 lP(I9.EQ'.IS) 0O TO 778..

-- 350. DO 777 IPAC v 0j11 _____________

351.- X 4. I'SsTPAC - -_ _ _ _ _ _ _ _ _ _ _ _

352. Y *. X.1 __ _ __ _ __ _ _

1 -359. 777 PROD' PROD*X/Y

1 359. 779 PRO A PROD*/

362. END

363. SUBROUTINE SUS12
364, COMMON z0)oi1i;3R,5I.,u;9z0Rv!,ts

366. DOUSLEPRCSO *;Plg
*368.

369, 1!313
370, 114wl41

.3 , 117 7+

374' 118M18+1
375, 119019*1
376, ?I1iosllu.

* 378. -1.2011+.1
379. DAA C1PI2.(1.pI44tI)pR)it:y-prg-
380. 1 *F(I19)4'P(II10)4p(I111)4(Ih2
3610 IPCDAA',GlvDA) 00 TO 9613
382. RETURN

2 613 PROD a 1.0
384. IF(II.EQ.,21 60 TO 2562
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00, 2961 IFAC xNjah?
3 387. X I-IFAC

1 389. 2561, PROD wPRODWxY
290, TtgiEI IF TO' 1564

_______391. IihzI 1.12
001163IPAC '04I112Z

1 395M 2561 PROD *PfROD*X/Y
*y~g~S6  VPT37 WlTU Ifg6

397' 1113 a leis
~4~2$6 iAt -40a I t3

1 399. X v 2IwIAC

4401: 2565 PROD aPROD*X/Y

kT403. -I
404, T ?PAC 4001114

405.'K X 2IPAC

1 407'. 2067 PROD mPRDD*K/V

DID 25969 1 FACwO*1115
X 0 IMIFAC

413. 2569 PROD a PR0O*KIV

___415a 1116 a 1."16
- .... .*;----- .~ --0 297t PA1;
I 417., X m 2.!PAC

~-rt1.Y aX,018
1 419. 2571 PROD wPROD*X/Y

421, rI1T2 O?~54
421 -- -00ZI-73 IACuOiJII7

--- 1~ --t.- Y 0 X-17
1 425. 2573 PROD *PRODWXY

026, :74~--~zr0 027
427.6 111$ 1:18

- -----42-.-- - 0 D 2575 IFACw~aIII8
1 429. X 4 3-IFAC

-1t.-----W -- *t0 y * K-IS
1 431'. 2575 PROD 8 PROD*X/V

*3r-IT-F t 1 9--o W 21 00- 'TO 2 57 8
433. 1119'a 1:19

-434, 00 2577 IPAC a 0*1119
I 430, K 4 2I-PAC
I- 436a V a X1
1 437.1 2577 PROD a PROOSX/Y

49l--tt-1;i,'.Q2 G1O 71 2980
439. 11110 a 1-110

- 440.00 2579 IFACou0t111o
1 441, X 2wIFAC
1 442. Y X -lb0
1, 443m 2579 PROD a PROD*X/Y

444 * 29 So ?PCj~l1.5@2) 00 TO 2582
443's 11111 a I - Ii

*4600D 258.1 IPAC '0011111
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1 447, X q2 aIFAC.
1449. V a X 0 111____
1 449. 2561 PROD a PROD * X /Y . ___

- 450. 2582 IF(112.EQi2) 0D TO 2612______

452, 0O 2611 IPAC *OaUI112
1 453. X a2 wIPAC

.4550 2611 PROD *PROD s X 1 Y ----..---

S456. 2612 A a A PROD__________

458. END

- 459s SUBROUTINE SUB14
460, COMMON F2OAI,2I14ID6IDI:,1,u22!3

43 1'1" "It*A

464.. IA12#21
465. 113.2 3*1
466. 114.14*1__ ______

468'. 116E16.1
469.971.
470. 11881641 .

471. 119819*1
472. 1 o I 10q30* 1____ ______

~-- 474, li2411 2+1* .- - - - - -

474. 1fl2.11241

478. 1 .(I)P11)FI1,(I2gPZl)PI 4
S479.IP(DAAmOEDAI' GO TO-36131

4800, RETURN
481, 3612 PROD a IAO
482, IP~ii1.EQ2) Go TO 3562

* 483. 111 5 1-Il
484s DO 3561 IPAC s0pII1 ________

.485. X-m 2-?PAC
1 486. y u -1
1 487. 3561 PROD s PROO*X/V

488. 3562 IF(12oEQ' ,2) 0O TO 3364
489. 11 1.12
490. DO 3563 IPAC m0j1112

w- 4t. , -, , A v 2-IFAC
1 492. V a X*12
1 493o 3563 PROD a PRQD*X/Y

4949 3564 IF(I3,EQ.2) 0O TO 3566
490. 1113 a 1.13
496:o DO 3565 IFAC m0,1113

1 498. Y o X-13
1 499, 3565 PROD *PROD*Xp'
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.. 350 ?P(4.UQ. G 007 3668
50..1114 1- 1

00 3567 IPAC wojtt14

503'. K .IA

S00'. 967? PROD sRD*/
~0S P~t3iQ 60 TO 7 3570

~X IwIACe~1I

Oi3s569 PROD aPROD*x/Y

1 515. latF.IAC

50I* 1071 PROD *PROD*X/Y00 TO 3574

2 52. 39 73 PROD PRODWY/

*~ ~ 17 --12F35h ISONQ.21 00 YO 3576

ImpIFAC

2. 529, 3575 PROD *PROD*K/Y

00

*~B~t*00 3379 tPAC ' Q1I!I9
1 539'.K 2a1IAC

1 61 53 179 PROD 8 PRODWY/

Ipt-I1ý0.E0i) 00 TO 3330

~-~----5,. - 00 5579 !PACU0 attil1
1539* Ka2 IFAC -*

1 5410 31579 PROD a PROD * X I
Olt59 1111.60.2s) 0O0iTO 3364

543. ~11112 2
.9004.Do $581 IFAC *OZ11!1i

Sol XA. ~ qI IFAC

547: 3581 PROD' PROD *~ x I

-. ~ -51 - 3561 -I(I 3,09081Q ) GO To 3584
$55,1 5 .*1111 a o 3

-- 5560. DO 3583 IPACU0,1111)
XeI-*IFAC

$553 35,89PROD aPROD*X/Y

-ties DO6 3585'a~i 00AC TO 361 2
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561. 11114 . 1 - 1i4
562. DO 3611 IFAC a O11114

1 563. X 0 a2w IFAC
1 5644 Y P X " 114
1 565. 3611 PROD a PROD * X I Y

566, )612 A w A PROD
567. RETURN

W568,EN

END FYN 3097 IBANK 4500 BANK 216 COMMON

14
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I4FTNpS KAN0VAipWC.KEK

s.... -1100 FORMAT.(5KHOg EACH SAMPLE HAS AT LEAST LOOKRA% CHANCE OF1
3'a 1 '1HAVINGI/9X ODNE OBSERVATION INSIDE AND ONE,

I ...2..L S R VAT ION. OUT I DI I.9olTE - TRU
3 RANGEl//bX~tll EACH SAMPLE HAS AT LEAST IGOOKR% CHANCE'

I, 5 I1THIR INSIDE OR OUT~tDEl//l/#/5X"&INPUTS ARE THEI
J....~.JNU~iAOF .SAMPL9Sl 136 'THE NUMBER .9F ZIROES-LlfiX4.tRA AND I

9 7 0 RO/iSW.THE NUMBIR OF ZEROES 11 THE NUMBER OP SAMPCESI
W.... ~-...L....LHt)E..TWOODB5ERVATiONS'/5X.. IARE FOUNDTO.!R.4x.:E

I11 9 1 FORMAT 1S 13.1X,13,IXKF,P.21KP'..2I/SK.iFORI
I ~i.N.hA33Ii~VItMYWY Bflfighm i M ill? an N3u*N I

Is, I 1AND GREAER THAN OR EUAL To 6 t

too I FORMAT (13dKIX#3.1x,'IF4.ZdXP*.a)

17. J uNZiZ
is, PA *0-
19. PB 0

as. W *0.3*1
24ý -Iptylap.w) no Tn 180

25. 3 P a X
2~. .. - P. N..Y.P/ IK.y I

27: T v 0'
v . T.- .pT * I ~

29, P*( u
30.......P P/ Si E' -* V *Z.L -

It. L XYw. "T
22 1O FO i L. A-E; I I Q.0--__-

33. IF (GT lGOTO 6

35. K v K I
2A.6 illmoLp.1) GOl TO 2--

39. K *K

41o 100 Y v X-V
42, Go TOI _________

41,. 1000 WRITE 16A20i-) PA.PB
-4'.. 100QL.09MAT (lXsF6i.4sSX#F6*4S
45. 00 TO 1000

47. END

END0 PTN 130 IBANK 216 DBANK
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APPENDIX B

The graph here is of PA values for NS = 4 and IS = 10, 20, and 30. Note
that DA = 28 is impossible, so a value of 26.01 entered into program WA or WA1
would yield the proper result for DA = 30.

B-1176
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APPENDIX C

R VALUES TO NORMALIZE DISTRIBUTION OF THE ALTERNATIVE HYPOTHESIS

NS IS W R

4 20 0.40 0.500129
4 20 0.30 0.500653
4 20 0.25 0.500913
4 30 0.30 0.500367
4 14 0.25 0,501313
4 10 0.30 0.5011228
4 10 0.25 0.50186
4 8 0.25 0.502339
3 60 0.40 0.500092

2 20 0,30 0.501122
2 20 0.25 0.501856
2 10 0.25 0.503840
2 40 0.40 0.500129

C-1
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APPENDIX D

This is a comparison of the exact test results of program WA with the
Chi-square results given by the program "CROSSTABS" found in the SPSS, and/or a
program for Chi-square with three degrees of freedom found in Appendix E,
written by Dr. J. V. Blowers. Dr. Blowers' program is applicable any time
NSu4. However CROSSTABS is only applicable when calculating PA.

= I
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EXACT TEST CHI-SQUARE
NS = 4 NS = 4
IS = 20 IS a 20

Ho: 10 10 10 10 Ho: 10 10 10 10

10 10 10 10 10 10 10 10

H1 : 5 i 15H 1 : 5 S 15 15

15 15 5 5 (i.e., W= 0.25) 15 15 5 5

Observed: 7 8 12 13 Observed: 7 8 12 13
13 12 8 7 13 12 8 7

PA = 0.1906 PA = 0.1577 (from "CROSSTABS")

PB = 0.0917 PB = 0.0741 (from program by
J. V. Blowers)

0-2
180
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cHi-SQUARE
EXACT TEST

NS m 4 
NS 4

IS 20 
Is 20

10 10 10 10 Ho 10 10 10 10

10 10 10 10 
10 10 1

6 6 14 14

H1: 6 6 14 14 H1: 64 14 14

14 14 6 6

d 8 8 12 12 Observed 8 8 12 12
Observed; a 2 2Osevd 12 8 8

12 12 8 8

PA m 0.3677 
PA = 0.3618

P8 = 0.2827 PB w 0.2828

0-3
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EXACT TEST CHI-SQUARE

NS = 4 NS * 4

IS 20 15 20

H: IQ10 10 10 IHn: 10 10 10 10

10 10 10 .10 10 10 10 10

H1: a a 12 12 H1: 8 8 12 12

12 12 8 8 12 12 a 8

Observed: 9 9 1i 11 Observed: 9 9 11 11
11 ii 9 11 11 .

PA m 0.8817 PA a 0.8495

PB a 0.8385 PB a 0.8415

.ii

0-4
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;!,. EXACT TEST CHI-SQUARE

NS a 4 NS w 4

is - 10 IS =10
SHo 5 5 $Ho

5555 5 5 5

H0: i: 
7H

2,5 2.5 ?.5 7.5 1 2.5 2 75 7, 5

7.5 7. 2,5 2.5 7.5 7.5 2.5 2.5

' 3 4 6 7
,3 4 6 7 Observed:

Obseved: Observed: 3 6
7 6 4 3 7 6

PA a03305 PA a 0.2615

PB a 0.6196 PB = 0.4459

Observed: 4 4 6 6 Observed: 4 4 6 6O r 6 6 4 4 6 6 4 4

PA - 0.7269 PA a 0.6594

P•B 0,2912 PB w 0.1871

D-5
183
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EXACT TEST CHI -SQUARE
NS =4 NS .4

IS 30 IS = 30

H 1: 5 15 15 isH 15 15 15 115 15H o1 1 5 5 1

H1  9 9 21 21 H' 9 21 21
21 21 9 9 21 21 9 9

Oevd: 1 14 6 17Observed: 13 14 16 17
17 16 14 13 17 16 14 13

PA a 0.7626 PA a 0.7212

PB a 0.0033 P8 * 0.0046

Observed: 11 11 19 19 Observed: 11 11 19 1919 19 11 11 19 19 11 11

PA a 0.0375 PA *0.0362
PB *0.4600 PS 0.4682
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APPENDIX E

Computer program for chi-Square with three degrees of freedom 
(Blowers).

E-1



DFTNjS DlK.jvBCS3pKEK
FYN lOkl oa/C5/82-111Ils().

1. PROCRAM JVI
2s DIMENSION4 A(I .H(ll

.40 WRMT(6#01,
5.4 44 PFtRNA1t3X,1AAAAAAAAbSSBSSCCCCCCCODDDODDEIEEEIEEFFPFFFPI

- 7 1 - HM I NDN11~'PUrDT -YROWSiFrvl FORMAT9 r-'- -

________~ 10F ORMAflIX,'ZNPUT NYPQTNKSIS SY ROWIII_______

_______ie. a ORMATSP7425.'_____

14. on 1000 iklol

a3 10 FORMAT11-x.'CH-sOUARE~loPlmIslo SZ0NIFSCANCI 1013%j51
IV; Oulu ADD

~p. .END

-CHI 55.0.
24s -0O 1.18001000.

t0o RETURN
$is IINua

32.0 FUNCTZON FM~

34. RETURN -___________

1L* ISIRKPY PRINT$ --.

I>8

-- --- -- -



APPENDIX F

This is a comparison of WBI and WC program results designed to show when
orl the null hypotheses in each cast are equivalent. The last page of this

appendix provides RA values that cause approximate equivalency for some NS and
HZ (or DA) conditions. In projecting RA and RS values to use when NS values
are too large to use program WS1i a high estimate will be best as that will *

nný result in a PA or PB value that is smaller than the result should be, and will
help reject doubtful hypotheses.

F-1
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We1 WC

NS- 6

OA. NZ ,2
0.9307 0.9311 when RA - 0.41

DA * NZ "4
0.4113 0.4104 when RA * 0.56

CA" NZ "6
0.0216 0.0220 when RA , 0.72

S188. .... . .... .. ...........



i�II
I

WB1 
WC

NS .8

DA * NZ * 2

0.9801 
0.9791 when RA * 0.38
(0.9813 when RA * 0.37)

DAuNZ*4

0.7016 
0.7023 when RA * 0.49

DA * HZ .6

0.1795 
0.1792 when RA * 0.60 *�1

DA * HZ * B

0.0054 
0.0053 when RA * 0.73

F- 3

1a9



W8 1 WC

NS =10

DA= NZ =2

0.9945 0.9947 when RA =0.35

OA NZ =4.

0.8698 0.8688 when RA =0.45

OA =NZ =6

0.4333 0.4253 when RA = 0.54
(0.4439 when RA = 0.53)

DA =NZ =8

0.0696 0.0726 when RA = 0.62
(0.0660 when RA = 0.63)

DA =NZ .10

0.0014 0.0014 when RA =0.73

F-4
190
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'4

NS .12

DAr= NZ .12

0.9985 0.9985 when RA = 0.34

DA m NZ a 4

0,9485 0,9490 when RA u 0.42

DA= NZ- 6

0.6673 0.6748 when RA * 0.49
(0.6562 when RA = 0.50)

DA * NZ =8

0.2300 0.2232 when RA = 0.57
(0.2390 when RA = 0.56)

F-5
191



NS

6 8 10 12

2 0.41 0.38- 0.35 0.34

NZ 4 0.56 0,49 0.45 0.42

or 6 0.72 0.60 0.54- 0.49+
DA

8 0.73 0.62+ 0,57-

10 0.73 E
T
C,

F-6
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APPENDIX G
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APPENDIX H
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Addendum:

In Bradley, Distribution-Free Statistical Tests, pages 237-242, the
Brown-Mood Multi-Sample Median Test turns out to be . . a generalization to
the multi-sample (and multi-population) case of the two-sample Westenberg-Mood
Median Test . . . This is part of whathas been'suggested here although the
interquartile range is of more interest in this study since there seems to be a
greater selection of median oriented tests.*

Some modifications (corrections) can be made to the chi-square test to make
It a better approximatlon.\ It has been stateý (Bradley, page 239) that
multipiynqh X,,t0s. tsatittic by (ni1)/nw11 improve the approxtimtion,
(Mood) (whero n is the combined sample si ze)'and this. appears to be true in the
examples g1tVn here as applied to the null hypothesis, but not the alternative
hypotheses (8(idley's book does not-specifically addtess'such alternative
hypotheses directly, but instead deals with asymptotic r'elative efficiencies
(AREs).)

*In reference 4, It was noted that the Kruskal-Wallis Test indicated median.
K.P, times from questionnaires administered to. various posts were probably•
identical when it wAs, ovious that the dispersions were different, That is why:
dispersion was emphasized in this paper,
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A DATA BASED RANDOM NUMBER GENERATOR FOR A MULTIVARIATE DISTRIBUTION*

James R. Thompson Rice University

Malcolm S. Taylor USA Ballistic Research Laboratory

ABSTRACT. Let X be a k-dimensional random variable serving as input for a

system with output Y (not necessarily of dimension U). Given X, an outcome

Y or,, distribution of outcomes, GY msay'b. obtainfed either explicitly or

implicitly, We consider here the situation in which we have a real world'

data set {X ) n and a means of simulating ma outcome Y.- A-method for

empirical random number generation based on the sample of observatt 'ons of

theandom variable 'X without estinating'thq,' underlijng density i's discussed.

INTRODUgCT,, 'The manner of dealing with multivariato data depe•d$s upon the
application at hand. For example, let us suppose that (X n is a sample

of site n of a k-dimensional random variable. We may, be 'interested simply

in estimating the mean u. In such a case, we may complete our task by'com-

puting the sample mean 1. If we are intenrsted in the interrelationshipa

between the various vector components, we may find it desirable to compute

the sample covariance matrix 8.

At a greater level of complexity, we may be required to estimate the

density of X nonparsuetrically (1,5]. Here, the representational difficulties

are sutstantial--- particularly for k : 2, where our S-dimensional intuitions

are inadequtate for graphing the density even if we knew it precisely on a

discrete mesh. Indeed, it would appear that for increasing dimensionality,

our estimation theoretic difficulties pale in comparison to those of repre-

sentation.

I' This research was supported in part by AltO Contract DAAG-29-82-K-0014 at
Rice University. ............
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Suppose we are given, for example, the task of estimating the density

f at a point X0 in k-space, based on a sample of size n. The naive nearest

neighbor estimator

f(X0) n 1

thVwhere d(XoKp) is the Buclidean distance from X. to the pt nearest neighbor
Sand Vk(Xo,d(XojP))i's the volume of the k-sphere centered at Xo with radius

d(Xo#p)o in likely to be quite Satisfactory. But a problem occurs when we

are asked for a usable summary of the unknown density over the space of non-

negligible mass. If we kn6w the functional form of the density f(X;0),

then we have a 'telagively easy, task;--- the estimation-of 0. But in the

highly ubiquitous nonparametric situation, in which we do not know the func-

tional form of f, we are not so fortunate. We might decide, for example, to

tabulate f on a mesh of size 20 in each dimension. This would require 20k

pointwise estimations of f--- a tedious but manageable task. But how shall

we scan this k-dimensional table to obtain a useful feel for the density?

Other approaches, clearly are required. One of these is discussed in (2].

There are, happily, cases in which the density representational diffi-

culties may be sidestepped when coping nonparametrically with data sets in

higher dimensions. For example, let us suppose the k-dimensional random

variable X is an input into a system with output Y (of whatever dimension).

Given X, an outcome Y or a distribution of outcomes G(YIX) is obtained

either oxplicitly or implicitly through an output data set. Let us suppose

these outcomes fall into six categories: Very Good, Good, Fair, Poor, Very

Bad, Catastrophically Bad. Suppose further that these sets are well-defined
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nin the Y-space. We are given a real world data set (X joI . We have a

means of simulating an outcome Y given the input X. We wish to determine

the probability of arriving in each of the six category sets.

One way to achieve thisIresult might be, simply, to sample from the n

data points Xj~jm1 . In many cases this will prove quite satisfactory.

But let us suppose that "Catastrophically Bad" happens for Y ' 10,

where Y l/HIx with X (xllx2 xx 4).

* Then, i the xi's are, (unbeknownst to us, but in actuality) independently

distributed as N(0 V), the chance of a "Catastrophically Bad" event is

.0012. Let us suppose the size (n) of our data set is 100. The chance of

none of theme observations being in the "Catastrophically Bad" region is

.887. SOl a simulation which used only the 100 data points would, with

probability .887, give us the information that "Catastrophically Bad"

occured with zero probability. We need to avoid this pitfall.

One procedure would be to estimate the density of X nonparametrically

and then build a random number generator using the density. Such a scheme

would run into the representational difficulties mentioned above. We can

be much more efficient.

THE ALGORITHM. Let us consider the following situation: We have a random
nsample (X}J.1 of size n from a multivariate distribution of dimension k,

and we want to generate pseudorandom vectors from the underlying, but unknown,

distribution that gave rise to the random sample. Since we do not know,

and usually will never know, the form of this distribution, our attack

199



should be empirical. We shall endeavor to see to it that our pseudorandom

vectors look very much like those in the original data set. In so doing, we

will maintain the essential structural integrity of the problem.

We now direct our attention to the mechanics of the algorithm. After

carrying out a rough rescaling to account for differing variances that may
exist among the k variates, we select at random one of the n data points,

say X1 , from the data base and then proceed to determine its m-l nearest

neighbors. The nearest neighbors are determined under the ordinary Euclidean

metric and the value of m will depend upon the sample size n, the character-

istics of the data, and can best be determined after perusal of the data.

A conservative estimate would be to choose m u n/20.

The vectors (X j m are now coded about the sample mean * 1/m E

j jul

to yield (Xt} - {Xj " J and an independent random sample of size m is/J

generated from the uniform distribution U(l/m - i1/i F .

Now the linear combination

m
x1 . Z

is formed, where (u,) m1 is the random sample from the UC1/m - +T 1/i + /7 ).

Finally the translation

x -X, +

restores the relative magnitude, and X is a pseudorandom vector which we

propose to be representative of the multivariate distribution that provided
-X n

the (
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I. I.

To obtain the next pseudorandom vector we randomly select another of

the n data points and proceed as above.

We will now attempt to motivate the algorithm by considering the mathe-

matics that suggests the mechanics that we have just outlined. Consider

the distribution of X and its m-1 nearest neighbors:

S{(xl*,x 2 •, "*.xkL) }1 £ (X }% ' " Let us suppose that this "truncated set"

of random observations has mean vector u and covariance matrix a. Let

{ui) m be an independent random sample from the uniform distribution

U(l/m - rj 1/m Then, HCud • 1/m, Va(ud • (M-l)/•, and
Cov(uis UP) a for 1 0 J

Forming the linear combination

Z * uIXI

we have, for the rth component z UXl U2Xr 4 ... UmXrm, the following

relations

2(z r) - m. 1/rn Ur " -r

Var(z) * 2 (m-l)/M 11 2

Cov(z 1 1 z5) U as 4 Cm-1)/m .aa.

Clearly, if tho mean vector of X was u a (0,0, ... ,0) . then the mean vector

and covariance matrix of Z would be identical to those of X. In the less

idealized situation with which we are confronted, the translation to the

sample mean of the nearest neighbor cloud should result in the pseudoobserva-

tion having very nearly the same mean and covariance structure as that of the

201
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(truncated) distribution of the points in the nearest neighbor cloud, a con-

jecture borne out in many actual cases that have been considered. For m

moderately large, our algorithm essentially samples from n Gaussian distribu-

tions with the means and covariance matrices corresponding to those of the

n m nearest neighbor clouds.

EXAMPLES. For a substantial test case, we considered a mixture of three bi-

variate normal distributions. The first (N1 ) has mean vector (•) and covariance

1 -1/2 -matrix (.1 2 the second (N2) has mean vector C 2) and covariance matrix

(1/12 1/2). and the third (N3 ) has mean vector (3/2) and covariance matrix

(11/10 1 10). The corresponding mixing scalers are a I 1/2, a2 a 1/3, and

Q3 - 1/6, respectively. Representative contours of equal density are illus-

trated in Figure 1. To establish a data base, a sample of eighty-five points

was generated from this distribution via Monte Carlo simulation; a sample of

eighty-five pseudorandom values was then produced by the algorithm, and the

combined sample is shown in Figure 2.

Notice that the structure of the data is maintained in that the modes

are preserved; the algorithm has not attempted to fill in gaps where gaps

belong; the algorithm has, however, generated some points outside the boundary

of the convex hull of the data base, all of which are desirable properties.

These observations lend credence to the term "structural integrity" mentioned

previously.

An application of the algorithm to a real world data set is summarized

in Figures 3 and 4. In Figure 3, a two-dimensional marginal of a set of 973

four-dimensional behind armor debris measurements is portrayed; in Figure 4,

973 simulated data points produced by our procedure. Once again, the salient

features of the data set are preserved.
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'I

Fig. I, Density contours for a mixture of three bivariate normal distributions,
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LEGEND

,y o Data base
+ Pseudoobservatlons

A -S

• . *e

...: ..... .. ....., ...... ...

4 6 - O

,'~ *' . ! o '

S .. , *

* 9•
S ** O iiy

Fig. 2. Combined sample: Data base and Pseudoobservattons.
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BEH I ND ARMOR DATA
f:!!! " tlLEGEND

J% a

SJ•

1 ', ,,.,i .. . ,.•,,,

P& 1

&6 &

& &A ,,6 t

~&

8" 126 6 *1h~~

S . . . ... . ....... . . .. . . .. * ijh A

X(t)

Fig. 3. Marginal data for 4-dimensional behind armor debris.
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BEHIND ARMOR DATA
3- a

LEGEND

'A", A.I_ ,•

a. , , &.. &
I' a

." , • i ' "rolot.'
#As

.• A AA-••+S'l •=" A

0. 02 0.4 0.6 O

Fig. 4. Simulated behind armor debris.
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CONCLUSIONS. We have demonstrated a means of empirical random number genera-

tion based on a sample of observations of a random variable X. No esti-

mation of the underlying density is required. And, because of the local

nature of the generation scheme, it is essentially free of assumptions on

the underlying density of X. Naturally, any attempt to use this algorithm

for generating bona fide new observations using the computer rather than

producing real world data would be unwise. Rather, the algorithm operates

somewhat like a smooth interpolator-- highly dependent on the quality of the

data points on which it is based. It gives us a means of avoiding nonrobust

conclusions due to "holes" in the data set at important points of the simula-

tion model.
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IRREGULARITIES IN THE ERROR ANALYSIS

OF A PIECE-WISE CONTINUOUS FUNCTION

PAUL H. THRASHER

QUALITY ASSURANCE OFFICE
US ARMY WHITE SANDS MISSILE RANGE

WHITE SANDS MISSILE RANGE, NM 88002

I. INTRODUCTION.

A. During a routine error propagation analysis, a continuous function
with piece-wise continuous first derivatives was encountered. A couple
of interesting effects were observed. These are described in this paper.
The magnitude of these effects are quite small but they are quite distinctive.
Their explanation is quite simple but they are observed so rarely that
their explanations are not well known.

B. The source of the particular equation was nuclear radiation
testing. In the equipment under study, the radiation source and detector
are in air but may be separated by steel. The derivation of the function
is outlined in Figure 1; I is the intensity, C is the number of photons
emitted per second by the source, D is the distance that the radiation
penetrates the steel, and U is the attenuation coefficient of the steel.
When the detector distance R is twice the source parameter A, the distance
D is zero; thus, R - 2A is the break-point between the two functions
describing the intensity I. This piece-wise continuous function for I
is plotted in Figure 2 when the product VB is taken to be unity.

II. ROUTINE ERROR ANALYSIS.

A. The routine random error analysis of the equation is outlined in
Figure 3. Only the standard deviation in R is considered in the propa-
ation of error to I because the random error instead of the total error
s the item of interest and the bias error receives the contributions

from the standard deviations in C, A, B, and U. The result is presented
graphically in Figure 4 with numerical values of one for uB, eight
centimeters for A, and two millimeters for 6R.
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B. The discontinuity at the break-point (at R 2A - 16 cm) results
mathematically from the inequally of the absolute value of the slope of
I versus R on the two sides of the break-point. An obvious question is: "
"Is there a standard error propagation procedure to eliminate this
discontinuity and obtain a better estimate of the error at the break-
point?" Perhaps, the answer is that the question isn't relevant since
simulation can be used instead of error propagation.

Il1. SIMULATION.

A. The estimation of the error at the break-point can be done by
simulation. All simulations presented in following Figures will be based
on 500 random-normal samples for each plotted point of R. The standard
deviation of R is retained at two millimeters.

S
B. The first effect noted in simulation is the appearance of horns

at the break-point of graphs relating fractional standard deviations
from simulations to the radius. Figure 5 presents a simulation that is
too course in R values to tell how the standard deviation behaves as R
passes through the break-point. Figure 6 presents a simulation of the
fractional standard deviation of R values near the break-point. A horn
appears at the break-point.

C. The second effect noted in simulation is the appearance of dual
valleys in the graphs of fractional standard deviations. This occurs
when the intens ty function is adjusted to make the absolute value of
dI/dR continuous at the break-point. As Figure 7 and Figure 8 indicate
the attentuation coefficient can be set to make both JdI/dRJ and 61/I
from error propagation continuous. Even though Figure 9 shows that
61/I is indeed continuous and Figure 10 shows that the simulation of
ai/I generally follows 61/I, the detailed view of Figure 11 reveals

an irregularity. At first glance, there appears to be a horn at the
break-point, but closer examination shows that ai/I at the break-point

has the expected value while ai/I is depressed on both sides of the

break-point.

0. A deep, single valley is obtained on the simulation of ai/I

when the sharp point at the break-point is rounded with a smoothing
factor. Figure 12 shows the smoothing factor and parameters used. The
resulting intensity curve is shown in Figure 13. The simulation of
a,11 versus R yields a deep valley shown in Figure 14; Figure 15 shows
that the bottom of this valley is flat.
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IV. EXPLANATION.
A. The origin of these irregularities is clearest when attention is

focused on the valleys in a,/I. Probable error bars of magnitude
(2)( 2 /3)(al) - 2 2/3 millimeters may be used as a tool to aid in understanding
the values of a /I.

B. The easiest irregularity to describe Is the deep.valley of..
Figure 14 and Figure 15. Fgure 16 showsan enlarged view of the rounded,
symmetric point on 1(R) versus R. The robable error bars on R are
used to define the pseudo-error of I. Mhs equation was used to calculate
the curve on Figure 17. Figure 17 is in good qualitative agreement with
Figure 14 and Figure 15.

C. Next, the irregularity uf Figure 11 may be described. Figure 18
shows an, enlargedview of the symmetric point on I(R) versusR. The
same pseUdo-er'or function that-was used to describe the valley of Figure
14 and Figure 15 also generates the curve of Figure.19. This curve
qualitatively describes the w-shaped dual valleys of Figure 11.

VTe D. Finally, the horn of Figure 6 Is described by the same technique.
The result, shown on Figure 20, not only reproduces the horn but shows
that sides of horn are depressed instead of the point being raised.
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SMOOTHING FACTOR

11 - Nlexp{-PI(2A "R i R M 2A

s(R) [I - N2 exp{-P 2 (R- 2A))] 2  if R 2A

C epvBI- 1)/A2+ R2 ) if R 2A
47 (-A + R) R A

I(R)
C

4ff(AA + R') it R 2A

R+21ATeft'S -R*2k'right 'S

dI dl

0 R im d-C - 0- tim
R"2A left: dRR-2A ri.ht dR

M2  M1 Ln(1 - N1 )/Zn(l - N2 )

P, uB5/5- - 8 (151) pN4
P.- (1O)AM1  IT2 5A2N

If N1 * 1/2, N2 - 1/2 and H=Im0.1, then M2 - 0.1, P1 " 1 and P2 2"

Figure 12

223



*1�

'A

ft

K I
*

I -

I
*I

1'I -

ft

#4

I.

rJ - -

cccwo osCO2a�,l� z

I
224

a .. awI�, CAI,,..muiLlL. n.u� l.�,1bALLujLUJ.�4ik�.A41JtLM4ILM�flLAfltLi.2!.-'.4fl-4SI24



1 .
ON

H *

Z / C WlID'I• ,

a'-[

z * U..

a q:a

,4

4 2 5 1 N



* (A

64.

*61

'44

di'S a
r pyos

226Ii



%W6.w

-MR

ii' i

fthEy

LU LO

2270



17%

LN

[rwmou~d

22



A A.

LOi

11

IN 229

2290



I"f

F ILL

OD

230

.. . ... . . .



1

"1
'1�

K

1*

0�

-

N

I
I -- 0N

0

W .Lfl-

I -

rH Iv U w

z / a �g��-Oc3fl�Sd)

I

231



INFERENCE ON A FUTURE RELIABILITY PARAMETER

WITH THE WEIBULL PROCESS MODEL

Grady Miller
Methodology Office

Rellability, Avaielability, and Maintainability Division
U S Army Materiel Systems Analgits Activity

Aberdeen Proving Ground, aryland

J,1

iiS~ABSTRACT

[, An Inferential procedure is presented which provides

confidence Intervals for a future reliability parameter

when reliability growth testing is only partially completed.

*Hypothesis tests based on this method are uniformly most

powerful unbiased. These results are applicable if (1) the

system failure rate can be modeled as the intensity function

k! of a Weibull process and (2) efforts to improve reliability

are assumed to continue at a steady rate throughout the inter-

vening period of testing. The usefulness of this methodology

Is Illustrated by evaluating the risk of not reaching some

future reliability milestone. If such risk Is unacceptably

high, program management may have time to identify problem

areas and take corrective action before testing has ended.

As a consequence, a more reliable system may be developed

without Incurring overruns in the scheduling or cost of the

development program.
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I. INTRODUCTION

Reliability growth management is a critical function in the development
programs of major defense systems. 1  It consists of planning, monitoring, Id
controlltng the growth of reli'abi'lIty parameters throughout system develop0ent
in order to achieve the reliabtlity milestones for each test phase and for the
overall program. A key factor in this process Is the ability to assess the
risk of not meettng a reliability requirement and to make such assessment at
an early stage in the current test phase. If thts risk is unacceptably high,
the program manager may then have an opportunity to take remedial action
before test time or other program resources are exhausted. The risks of fail-
itng to achieve program goals or contractual requirements can therefore be
minimized. Instead of having to react to program shortcomings after the fact,
management can exert positive control over the growth process to accomplish
reli'ability objectives.

Reference I (pp. 10, 23, 28, 64-66, 75-78) discusses the use of reliability
growth models to project reliability esttmates beyond the present test time to
some future time, such as the end of the current test phase. These projections
are valid only tf test conditions remain relatively constant and the develop-
ment effort continues at its previous level. The projected reliability
estimates are compared with future milestones in order to assess whether the
reliabtlity enhancement program i's likely to reach a successful conclusion.

One of the problems with assessing a program by this method ts how to
evaluate the accuracy of the reliability projections. Such projections are
only potnt estimates and do not reflect the uncertainttes that accompany
random sampltng from a probabili'stic model. In this paper we show how to
quantify these uncertainties when the Welbull process Is used to model and
forecast reliability growth. The result Is an objective appraisal of current
program risks, and this appraisal can be factored into those management
decisions whi'ch may impact on future reliability parameters.

The Weibull process model has been successfully applied to the reliability
test results of many complex defense systems. It is introduced In Section 2
in a parametric form that is especially suited to the problem of forecasting.
The basic features of this model are described in Appendix C of Reference 1,
which tncludes confidence tnterval procedures for the reliability of the
current system conftguration. (See also References 2 and 3.) The theory
developed in Section 3 extends these latter results to provide inferential

lDepartment of Defense, Rel'abtlit$ Growth Management, Military Handbook 189,
Naval Publi-cattons and Forms Center, Phi'ladelphia, PA, February 1981.

28atn, L. J. and M. Engelhardt, "Inferences on the Parameters and Current
System Rel'abtltyt for a Time Truncated Weibull Process," Technometrtcs,
Yol. 22, pp. 421-426, August 1980.

3Crow, L. H., Conftdence rnterval Procedures for Reltability Growth Analysis,
Techntcal Report No. 197, U S Army Materiel Systems Analysis ActvTty, -
Aberdeen Proving Ground, MD, June 1977.
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procedures for future reliability levels. These procedures arp illustrated
in Section 4, where confidence intervals are obtained for the reliability to
be achieved at future points in a test phase which is still in progress. Also
obtained by an equivalent technique is the risk of not achieving a certain
reliability level at the end of the test phase.

2. SPECIFICATION OF MODEL

Consider a reliability growth test phase which has been underway for T
units of testing. We shall hereinafter regard these test units as time,
although they could equally well represent other units such as distance.
Suppose that the test phase began at time 0, but is planned to continue for
an additional S units of testing till test time T+S, at which point the system
configuration will have failure rate R. Our objective is to make inferences
about the parameter R.

A Weibull process is a nonhomogeneous Poisson process with an intensity
function that can be expressed as a multiple of some power of the test time.
For the particular test phase described above, an intensity function of the
appropriate parametric form is

r(t) v R[t/(T+S)J0ml (1)

where R4O, >0, and O<t$T+S. As shown in Figure 1, the function r(t) models
the failure rate of the system configuration as it changes over a reliability
growth test phase of length T+S, and the failure rate at the end of the (as
yet uncompleted) test phase is given by r(T+S) a R.

The failure rate model in Figure 1 shows a decreasing trend during future
testing from time T to time T+S. This trend reflects our previously stated
intention to continue reliability improvements throughout this period. The
case in which reliability is constant from T to T+S is treated in Reference 4.

According to the scenario of this paper test results are available for
the test period from time 0 to the (currentJ time T, but the system testing
from time T to time T+S has not yet been accomplished. Let N be the number
of failures that occur before time T and T,, ... , TN the observed failure
times (O<T < I.. <TN<T). Then the Poisson process with intensity function

r(t) has a sample function density given by
i•~~ i1TTNn0l ..It,

N,1 ... tTN(, t n

TM!li Z7 "Efficient Methods for Assessing Reliability," Proceedings of the
Nineteenth Annual U S Army Operations Research Symposium, Part I11, pp. 33-42,
October 19.0.
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• xpC-CRT,,,0'" ,..-0, 211 !I
=€

nRn rE [(T+S)/tj]!"6exp[-(RT/•)ql"fJ• ta N • n>O, (2.;•)

!'1

where q • (T+S)/T; n • O, 1, ... ; and O<t1 <... ,:tn<T. (See e.g., Reference 5.)

-.." • % r(t) = R T÷$ •-I

f.

_, ....................... = .................... • 2..• :• ....

i iii ii I I III I . . .. . . ..

0 OIISERVED TEST TIME T FUTURE "teST TiME T÷S

r-- ,---RELIABILITY GROWTH TEST PHA• ......

FIGURE 1. Intensity Function for the Ca• 0<1.

:Sny der, D, L., Random Polnt Processes, John W11ey and Sons, New York, NY,
1975.
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3. DERIVATION OF RESULTS

3.1 Point Estimators

The Weibull process model is used in applications where Pr(N 0O) is
quite small, and therefore the likelihood expression in Equation (2.2) can be
maximized to obtain point estimators for 0 and R as follows:

N
N/ I ln(T/T1 ), (3)

* N 'Q /T. (4)
As would be expected, the expression in (3) is identical to the estimator for
0 in Reference 2 (Equation (4)). The projected mean time between failures
(MTBF) for the system configuration at the end of the test phase (time T+S) is
estimated by R".

The point estimators in Equations (3) and (4) are convenient because
of their simplicity, but were obtained without conditioning formally on the
event N>O. As a practical matter, inferences on the two-parameter Wetbull
process are possible only when N>O, and we shall condition on this event in
the sequel without further mention.

3.2 Reduction of the Parameter Space

N
Let V "ti ln[(T+S)/Tt), and observe from Equation (2) that V is a

sufficient statistic for 8. It follows from Reference 6 (pp. 134-140) that
uniformly most powerful unbiased (UMPU) hypothesis tests on the future failure
r4te R can be constructed by utilizing the conditional distribution of N given
V-v. To obtain this distribution, we begin by determining the conditional
distribution of V given Non.

Given Non, the random variables T , Tn are distributed as the
order statistics from n independent distributions with cumulative distribution
function

t T
F(t) - flr(x)dx/f r(x)dx

0 0
- (t/T) 8 , (5)

,6Lehmann, E. L., Testing Statistical HYpotheses, John Wiley and Sons, New York,

NY, 1959.
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where O<t<T. Let X be a random variable with distribution function F. ThL1 .
straightforward calculation shows that the random variable ln[(T+S)/X] is
distributed over the interval (InQ,-) according to

Pr(ln[(T+S)/X) l y) a l,,xp[-(y-lnQ)0j, (el

where lnQ4yo., This latter function I a two-paremeter exponential distri-
bution'functiton on the interval (lnQ,)., The'conditionhi distribution of V
given Non it therefore the sum of n such distributions, all independent, and
consequently is a three-parAmetor gamma distribution with density function

fvN(v n)0 (7)

,, , • Bn(v~nlnQ)n'lexpE•a(v-nlnQ)J/(n~l):,(7

where nlnQAvm-.

The random variable N IsPqtsson distributed with'mean valueý

69(RT/0).QI, oso that (.conditional on NAO)

Pr(Nan) ,ý [1-ox (e)lnxpl-O)/n•,1o '

n a 1, 2, .... Thus the Joint density function of V and N is

fV,N(v.n) * fVIN(vln),Pr(Nwn)

exa -e-sv) (RTQ)n (v-nlng) n(l" l-xp-e n:(n-l): g

where n 1 1, 2, ... and nlnQvw..

In the case SEO (forecasting zero time into the future), we see that
InQ=O and that the results in this paper generalize certain results in [3)
and [2] on inferences for current system reliability. In the case S>O, the
above inequality nlnQ<vY- implies that N has finite support, given V-v:

Pr(O<N<v/lriQIV-v) a 1. (10)

Given V:v, let G(v,S) be the greatest integer less than v/lnQ if SAO and
G(v,S) " -if S * 0.

Wo can now write down the conditional distribution of N given Vev as

p(n;R) Pr(N-nIV-v, N>O)

S (RT,)n(v'nlno)n-/A ! (11)

G )(RrQ) (v.klnQ)k /k!(k-l)8
kul
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where n *1, 2, .. ,G(v,S). This expression for p(n',R) can be readily eval-
uated at minimal cost with an electronic computer.

3.3 Inferential Prggedurol

A conservative 1--a confidence interval for A can be constructed by
Sh:obtaining values Rard k2 which' satisfy p(k;R1)' miand I p(k-;R2) %P

kGv~ k]NJ

where ~l+~ *The corr'Oespdndiog ý'confidence- bounds forK .1 (the ?4TBF &t

constrution ofS- aexactconfdence Because N is a disc~rete random variable,
consructon o exct cnfidnceintirvals would require randomization.'

UMPU test of H ,RSRO versus IjN:R.R0 at significance level a calls for rejection

of Holif p(k;RO)%O1fi Othii UMPU ,hypothesis tests can be constructed i~n
k n

a similar mne. if Ra is t~fi MTBF goal1 for the+ end 'of :thetest phase
(time T+S), then the risk of not &ohieving this goal may be evaluated 'as

pk-l,~ R0 .K

4. EXAMPLE

Suppose that a reliability growth test phase has been in programs for
T-200 hours and is scheduled t~o continue for another S8200 hours. From the
test data up to time 200, we wish to obtain an 80pecncoidceitra
for the MTBF at time T+S a 400. The following failure times t1 were recorded
(no2l): 2,2, 3.3, 4.5, 5.3, 5.8, 20.3, 27.4, 34.1, 65.2, 58.4, 61.4, 62.2,
78.3, 78.4, 91.9, 97.7, 112.4, 116.9, 142.4, 176.8, 181.5.

Equations (3) and' (4) yield 0 - .591 and R .1 a 21.4, and it is also of
interest to obseeve that v/lnQ - 72.3. Thus G(v9S) a 72, so that the aet of
positive 'integers lest than or equal to 72 is a support of the conditionali
distribution of N given Vov.

With Equation (11) we obtain by iteration the values R2 12.7 and

R, v38.6 such that p *-i a.00 and p*j2 .10. The interval
k-21 k-l

(12.7, 38.6) is therefore an 80 percent confidence interval for the MTBP at
time 400.

By successively taking Sw0 and S*1OC, we Caplobtain in a similar manner
80 percent confidence intervals (10.71 26.0) and (11.9, 32.7) for the 11TBF at
times 200 and 300, respectively. All three confidence intervals are shown in
Figure 2 for comnparison purposes.
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Suppose further that an MTBF goal of 15.0 has been Sit as a milestone forthe end Of the current reliability growth test phase (T+S *400). Based on* the data UP to time T a 200, the risk-of not achieving this goal Is21 1
Sp(k;15 .) - .20. In view of such a result, the program manager should feel

Optimistic about this aspect of the development program, but will probably want
to avoid any actions which might Adversely affect the overall reliabilityenhancement effort.
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SPECIFYING A DETECTABLE 3-FACTOR
INTERACTION WITH THE NON-CENTRAL P

Walter D. Poster
,,,,, Jack L. Wray
.AF!P, Washington D.C. 20306

ABSTRAst. Just as the "pumpkin papers" typewriter was identi-
fied,1t it Iiplausible that the print-out can identify a small (home)
Computer. A typical print head consists of 7 (or 9) rods or pins
in A verttcal column:which 'move in time to 7 successive positions'
-in cht~ctor sp cngBy high precision photography' and magni-
I icau oni ,;ensiy re S offer an approach towards identification
of a spleL'ilic printer:I:from its dot matrix. Beit.use ink depletion
on 0 ribbon or a.new ribbon on the same printer will cause changes
in density, the variable of analysis was taken to be relative densi-
ty;, th density of a set of pins relative to a specific pin. Analy.
nis of repeated characters per printer over a set of 9 printers
s.ave rise td an analysis of variance in which a 3-factor interaction
ot termj, jiflarge relative to the within term (for repeated deter-

minations), was deemed to be capable of excluding printers. A
candidate printer is identified as the putative originator when
the 3 factor interaction is equal to the within mean square. Since
identification is based upon accepting the null hypothesis, the
non-central F distribution was used to set a value for the 3-factor
interaction under theconcept that if such a departure existod, the
analysis would have 1 - $power to detect it..

1. INTRODUCTION. Tracing ransom nbtes 'to a specific typewriter
primaril7 Has depended up o finding a type defect in the document
and trac nf it to a pariculaT machine. This tactic is successful
when the defset is unusual or unique, to that machine. The same
technique has been applied to print-outs from small (home) com-
puters. This paper it concerned with a statistical model for the
Identification of a computer printer that is operating properly

by means of the density pattern from pin to-pin in the dot-matrix
print-head of the printer. A typical print-head consists of 7 pins
or rods in a vertical column which move horizontally in a character
space to create a given character. Because of curvature of the
platen, the dots in the print matrix tend to have difterent densi-
ties. A well-worn ribbon leaves different densities than a new
ribbon. Hence, density of itself is not a satisfactory measure
for identification. However, the difference in density relative
to a specified pin will show patterns characteristic of a print-head.

2. METHODS. Measurements of density were obtained by makinf.
*high-precision. photographic enlargements of characters on a rint
out. A precision densitometer with an absolute reference call-
bration was used to measure the densities of pin marks on the print-
out. Vertical characters were represented by 1, B, D, B and slant
characters by 7, X, Z, /. Determinations of relative density were
made on each of five pins in each character for nine printer.. The
characters were printed five times by each printer to provide
replication.
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3. STATISTICAL MODEL. Main factors were defined as Exemplars
(or print-outs from printers), Pins, Verticality, and Characters
in verticality. Characters were nested in verticality; all factors
were considered as fixed effects except characters. This balanced
model'is written as:

+Pl~ 9 L +fV'l PVv +3IVY * *P p Cv~pc .epv.T- e÷ep÷Vv÷Ccv÷,ep÷BVev pv epv eccve ÷ pcveeepcvr.

Exemplars as a main effect had no relevant interpretation because
the variable of analysis, relative density, included an arbitrary
reference pin. Verticality was defined as a two-level.factor con-
prised of the average of the vertical characters and the average
of the slant characters. The pattern of Interest was the Pin x
Verticality interaction and how it varied from one exemplar to
anotherp Figure 1. Thus the 3-factor interaction, Exemplar x
Pin x Verticality was taken as the criterion for identifying two
rint-outs as coming from the same print-head or conversely deny-
hng that they had a common source.

Denying that two print-outs could have come from the same
print-head was achieveby inding a statistically significant 2PV
interaction. Thus the probability of making a Type I error was
f ixed+ at a.

Affirming that two print-outs :could have come from the same
print-head was equivalent to accepting the null hypothesis. In
order to control the rate of Type 1I errorss 1 0 it was necessary
to specify a value for the ZPV interaction., that would be detected
itf it existed 1 - 0 proportion of the time. The non-central F
parameter, k

2 ,.(u~ ~)c ,, where k : * means and

/n n values per means

is customarily used to specify a set of means under the alternate
hypothesis. Because " has the F structure--the numerator is a
mean square of the means under the alternate hypothesis an1.the
denominator is the variance of a mean--it is clear that 0 canbe used to specify an interaction term as well.

It is not Immediately clhar what value of k or degrees of
freedom. should be used for 0 in the case of interaction. We
begin our argument by examining a 2-factorl 2 x C interaction,
Figure 2b. Under the null hypothesis, the F-sta-tistic tests
whether the difference between two rows is the same from column to
column. The alternative hypothesis would specify a pattern of
differences. Therefore it is ar ued that the degrees of freedom
for the 2 x C interaction would be C, one for each column.

The case for a 3-factor intqraction composed of two categoriess
two rows/category, and C columns follows the same ariument. Under
the null hypothesis, the F-statistic tests whether t e pattern of
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row differences across columns is the same from one category to

the other, Figure 2c. The alternative hypothesis would specify

how the pattern of row differences across columns would vary from

category to category. In the special case of two categories and

tio rows/category, it is argued that the degrees of freedom for

0 under the alternative hypothesis are C, one fo' each difference

(of' the differencS) This is to say tha t the value of k in the

expression for in the special case of a 2 x 2 x C interaction
should be C.

Alternatively, the value of k may be approached by the .

conventional concept of sample size minus the number 
of constraints

imposed by the assumptions and analysis. In Figure 2a, the row

vector of means refers to a set of C population means. There
are no constraints on the means so that k a C - 0 n C. In Figure

2bo the number Of population means is 2C. Because C differences

between two rows are specified under the alternative hypothesis,

one row (or the total of both rows) must be fixed or constrained.

Therefore k.- 2C - C - C. In Figure 2c, the number of means is

4C. The quantity to be specified under H1  is dA4 * dBjo where

dA is the difference between Row 1 and Rau" 2 for ioluumn j in the

gory. The number of constraints on the d j is C, according

to the argument for 2b. Likewise, the number of constraints on the

dB is C. The differences, dAj d , require that either the

column totals for one casegorY or ta column totals over both

categories be fixed, so that the number of constraints is C.

Therefore, k - 4C - C - C -. C - C.

To complete the statistical model using the non-central F

statistic the values of a E .05 0 " .19, and k a 5 (for the 5

Pins) wer used to specify'v 0ai 2.72. (In a coyrt

cases maybe 0 should be set at .01 with corresponding 0

4.52). The decision rule is now defined: t denies the sam. print-

head for two print-outs with a significantV 
' PV interaction and

affirms the same print-head if the EPV interaction is less than

2.72 times the Within mean square.

4. RESULTS. We applied this decision rule to several com-

parisons The analysis of variance for the nine exemplars or

print-outs that' are shown in Figure 1 is given in Table I under
the heading '9 Bxemplars.' The P-statistic for the null hypothesis

was 1.51, with P S .05. Of course, the exemplars are known to be

different. So far so good.

An interested computernik friend offered to test our system.

-He brought in three print-outs and challenged us to identify

correCtly what (if any) print-heads were the same or different.

_/ If statistical significance corresponds to a decision rule

of F a 2.72, i.e. reject if FA 2.72, accept if F' 2.72, note that

* .03 for F(4, 320).
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Th print-outs werefphotographed, enlarged, and read with the samedensitometer using five repeated characters as before. The analysis
of variance is given in Table 1 under the heading HWL345. The
pattern for the EPV interaction is shown in Pigure 3 for the set
marked H3, H4 and HS. These patterns are seen to be remarkable
similar but with some failure to be exactly the same, The analysis
of variance gave an P-ratio of 1.82/5.67.for the EPV/Withtn ratio,
strongly suggesting that the three print-outs were far more similar
than expected according to experimental technique. The decision
rule required us to say that the three print-outs all ,came from the
same print-head. i/ If statisticians on occasion refer to computer-
niks in less than flattering terms, this computernik had the last
word, for after he had stopped laughing (some 300 x 10 nanoseconds
later according to his computer clock), he revealed that the three
test print-outs indeed came from three separate machines but of the
same model. Of course we can't tell you whose mfg these machines
were, but our code for it is HWL. At any rate, we had flunked this
test.

We then designed our own test, taking two successive print-outs
from the same machine. The patterns are shown in Figure 2, 7D and
71, with the corresponding knalysis of variance given in Table 1
with the same column heading. Again, the patterns can be seen to
be very similar, in fact too aim lar according to expectation from
the Within mean square. But this time when we concluded that the
two print-outs were from the same machine, we were-right.

Two other comparisons are shown TA14"l e .','' Exemplars 2 and 4
were chosen at random for comparison and found to have an F-ratio
of 9.00/5.62 for the BPV/W test. It comes as something of a shock
when making the visual comparison of exemplars 2 and 4 in Figure 1
to realize that the EPV mean square merely reflects whether the
pattern of differences in exemplar #2 is equal to that of #4.
core-wise for this comparison, ouch.

The last comparison concerns 7AC, whose patterns are shown
in Figure 3. The HPV/W ratio was found to be 16.83/9.8 , a result
that affirms that the print-heads were the same. They were.

Two problemu have surfaced. First is the failure. of the
within meansquare with its very large number of di per analysis
to remAin reasonably consistent. Secondly, it may well be that
Live repeat characters is not 'enough to meet the stringency this

procedure may need.

I/ Technically, we would be required by the decision rule
to moIe three, pair-wise comparisons of the exemplars and then
to live with, the problem of dependent comparisons.
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FIGURE1

aS GRAPHS 'OF RELATIVE DENSITY FOR AVERAGE OF VERTICAL (I1BD,E)

AND SLANT (7,X1Z,I) CHARACTERS FOR EACH OF NINE PRINTERS
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FIGURE 3.

GRAPHS OF RELATIVE DENSITY FOR AVERAGE OF VERTICAL (IB,D,E)

AND SLANT (I,X.Z,I) CHARACTERS FOR SPECIFIC SETS OF PRINTERS
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rABLE 1. ANALYSES OF VARIANCE ON DENSITY

SUBSET COMPARISONS

7D vs 78 HWL-345 7-AC ALL NINE

, MS df MS df MS df MS

Bxomplar 1 .68 2 64.00 1 301.86 8 708.36
Plins 4 174.08 4 47.25 4 516,26 4 100.19
Verticality 1 777.50 1 536.79 12291.94 1 96.20
Char in V 6 34.33 6 50.79 6 115.16 6 34.52

SP 4 2.92 8 2.69 4 27.05 32 86.28
8lY 1 199.08 2 49.01 1 44.70 8 86.86
EC 6 47.52 12 57.63 6 126.69 48 39.9S

PV 4 26.65 4 3.88 4 39.95 4 17.99
PC 24 3.93 24 S.50 24 5.47 24 6.57

111)V 4 1.60 8 1.82 4 16.83 32 6,77
UPC 24 4.64 48 8.94 24 8.49 192 7.69

Within/S 320 7.00 480 5.67 56 9.80 1440 4.30

2 vs 4

IExomplsr 13663.92
Pins 4 178.31
Verticality 1 161.88
Char in V 6 19.01

H•P 4 177.14
YV 1 254.18
EC 6 33.09

PV 4 6.78
PC 24 6.99

BPVY 4 9.0.0
BPC 24 9.97

Within/$ 320 5.62

The Mpim or wdt•a omtobid hwdn w the ydprtt VtM of

the authors Ad we rot to be ctruWed u offUa c u Tr.:fletI the

vimw of the DeporWi of the A=r or the Mpwbnt of Defnse.
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SHOULD CRITERIA FOR FIELD TESTS
BE FORMULATED AS STATISTICAL HYPOTHESES?

Carl T. Russell
US Army Cold Regions Test Center

Fort Greely, Alaska

ABSTRACT. This paper presents for discussion an example typical of
many V • a statistician involved in the planning and analysis of Army
field tests. The example raises philosophical and procedural questions
concerning the degree to which statistical formalism (especially that of
hypothesis testing) should be applied to field test planning end analysis in
cases where numerical criteria are given. The author believes that although
such criteria can serve as useful planning guides, it is usually foolish to
behave as if such criteria can reduce test objectives to tests of statis-
tical hypotheses. This belief has led the author to be quite casual in much
of his statistical planning and analysis, as the example shows. The author
solicits both a critique of his approach and suggested improvements.

I. INTRODUCTION AND STATEMENT OF PROLNEM. Winter temperatures below
freezing are common in highly industrialized regions of Europe, Russia,,Red
China, and Korea. Since these are all regions. where the U.S. Army could
fight, the seed for a test center for examining performance of Army per-
sonnel and materiel in the cold is obvious. The U.S. Amy Cold Regions Test
Center (CITC) is located at Fort Greely, Alaska where temperatures are below
320OF more than 80 percent of the time during the winter monthsl averages 49
days per year below -250F, averages 32 days per year below 40'F, and aver-
ages an annual low of -590F. Although colder areas exist nt.hir than Fort
"Greely, no other accessible area in the United States is'available to the
U.S, Army for cold regions testing of military systems in the cold.

One system recently tested at CRTC was a pyrotechnic warning cartridge
(aerial flare) consisting of a pyrotechnic whistle and three pyrotechnic
stars. Previous experience with similar pyrotechnics had shown that
storage, transportation, and firin at subzero temperatures could result in
severe performance degradation. Iwo hundred cartridges from a total of k
approximately 2,500 prototype cartrides manufactured were provided fortesting at CRTC. Late in test planning it was determined that each cart-

ridge would be enclosed in a hermetically sealed can and that these cans
would be packaged in cardboard cartons (unit packs) of eight. The cart-
ridges arrived at CRTC in seven wooden boxes; six boxes contained four unit
packs each and the seventh box contained one unit pack. The 25 unit packs
were labeled "A" through "Y" where unit packs A through U came from the
first box, E through H came from the second box, and so on. To avoid con-
fusion during tst execution (outside, at subzero temperatures) virtually,all pretreatment and firing was planned in blocks of eight cartridges, andblocks were confounded with unit packs.

Among the criteria for test were numerical criteria for physical char-
acteristics (cartridge size and weight) and numerical criteria for perfor-
mance characterisitics (audible and visual signal timings and haeght of
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burst). CRTC's draft Detailed Test Plan (DTP) treated both types of cri-
teria rather casually, translating them into decision rules (which could be
interpreted as critical regions for appropriate hypothesis tests) rather
than formulating them as hypotheses for test. Higher level review of the
DTP produced recommendations for a more formal approach which were only
cosmetically incorporated by CRTC.

In the author's view, data generated from the test indicated that a
very informal approach to analysis was appropriate. In order to address the
formal issues raised at higher level, however, a moderately thorough formal
analysis was conducted and partially presented in the test report. But even
the limited formality of the analysis presented in the test report seems (to
the author) to detract from the simple test results by adding unnecessary
statistical pedantry. Simple summary descriptions and graphical displays
relating results to criteria would have sufficed.

What follows is a two-part example in which first the criteria for
physical characteristics then the criteria for performance characteristics
are examined in terms of the plans, comments, and analysis which they gen-
erated. The example is taken almost verbatim from test documentation, and
it raises philosophical and procedural questions concerning the degree to
which statistical formalism should be applied to field test planning and
analysis in cases where numerical criteria are given. In a statistically
simple world, criteria would accurately reflect all essential system char-
acteristics, planning would direct testing at those criteria, and the only
important test results would be whether or not the system met the criteria
and at what level of statistical significance. The author does not deal
with such a world, and to act as ?f he did would not only appear very
foolish to the nonstatisticians with whom he works, but also adversely in-
fluence both test results and their presentation. However, the casual
approach to criteria documented here has not proven to be acceptable through-
out the Army statistical community, and the author solicits both a critique
of his approach and suggested improvements.

II. PHYSICAL CHARACTERISTICS OF CARTRIDGES.

Criterion

The cartridge shall not exceed the following size and weight limi-
tations: length - 30.5 centimeters (12 in); diameter - 40 millimeters (1.58
in); weight - 681 grams (1.5 lbs).

Planned Test Design/Procedure

One unit pack was to be selected at random and all eight cartridges
removed from their sealed cans, weighed and measured. These cartridges were
to be used in initial safety firings.
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Planned Analysis

Physical dimensions and weights will be presented in tabular form. The
criterion concerning physical characteristics will be considered met if the
mean is le~ss than the required limits..

Comments from Higher Level Review

Comparing the mean to the requirement Is not an adequate analysis. The
requirement* states values which the item shall not exceed. The mean com-

rison would allow up to 50 percent of the items to exceed the requirement.
hplnshould include either of the following:

(a) A one-sided test of hypothesis at some a-risk level.

'(b) Computation of a one-sided 90 or 95 percent tolerance limit at
some 1-a confidence level and comparison of the limit to the required value,

Response to Higher Level, Raview

Add to pl,anned analysis the sentence: "Confidence levels will be given
where appropriate."

pActual Test.Desion/Procedure

As planned.

Results and Analysis

TABLE 1,.--Cartridge Weights and Dimensions

Cartridge Cap* Cartridge
Number Diameter (m Dm Larigth (cm) Weight Wg)

1 42.69 39.,90 25.73 492.0
2 42.78 40.140 25.72 494.5
3 41.92 39.98 25.73 492.5
4 42.04 39.96 25.70 491.0
5 41.40 39.90 25.75 493.0
6 41 92 40.06* 25.32 492,.5
7 42.0)6 40.040 25.73 492ýO
8 41.78 40.02* 25.71 490.0

Mean 42.07 40.00 25.67 492.2
Std Deviation 0.46 O.08 0.14 1.3

NExceeds criterion.

(a) The criterion concerning physica& characteristics was considered
met since all lengths and weights were well below the criterion values.
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(b) Although the criterion did not. specify whether cap diameter orcartridge diameter was to be less than 40 millimeters (1.5748 in), it was
assumed that cartridge diameter was most relevant. The mean cartridge
diameter was exactly 40.00 millimeteirs. Basing a confidence interval on the
t-statistlc, it can be stated with 99 percent confidence that the mean
cartridge diameter is between 39.89 millimeters and 40.11 millimeters
(1.570 in and 1.579 in).

III. PERFORMANCE CHARACTERISTICS OF CARTRIDG.ES.

Criteria

(a) Audible and visual signals of maximum intensity shall be produced
within 7 seconds after the cartridge has been triggered to fire,

,t' : (b) When launched vertically upward, the cartridge shall have thecapability of producing audib'le and visuail signals at a minimum altitude
above the launch site of BOC feet (152.4 meters),

(c) The duration of the audible signal and the duration of. the visual.''
signal shall each be at least 5 seconds. Sighal durations greR*.er than 7
seconds will not serve a useful purpose.

Planned Test Desion/Procedure

Times were to be obtained by a ground abse'ver using a stopwatch, and
it was hoped that burst locations could be obtained usinp a video scoring
system developed at CRTC. Experimental design complications aro'si since ifn
addition to examining the performance criteo a given above at' varying team
peratures and with or without transportation of rounds prior to firtn , the
visibility and audibility of signals at various disteices from the lunch
site under various light and weather conditions were of concern, as wai the
ability of various personnel to fire the cartridge wearing various cold
weather gear. The hope was to rotate seven observers thruugh six observer
positions and one firing position and to fire cairtridges both day and night,
both clear and snowing, and both calm and windy. Ini addition, safety consi-
derations necessitated plans to fire at least 20 cartridges ander any tem-
perature condition prior to hand firing at that tQmperature. With 200 cart-
ridges available for firing, -- essentially in blocks of eight -- no stan-
dard balanced design approach seemed feasible. The design approach takrn
was a traditional approach varying one selected factor at a time as sum-
marized in table 2.
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TABLE 2.--Planned Firing

Number'
of Temper- Day- WInd Transpor- Humans

Trial Rounds atur. light Snow (Kts) Firor tefion Factors

". "4 >OVF, Y . N <10 Re N Y
,2 4 >OF N N PO R' N Y

' , .8. "Y. N <10 IY Y
" "16 c C. N N <10 Re N Y

a cis N <10 Re Y Y
6 8. Csl. N N <I0 Re N Y
, 8 " ,Cl Y <10 R N Y

.,a C15- N Y <20 R .4 Y
a cis - N 10-20 R N V

' 101 8 Cis. Y N <10 A4 N N
11 "8. C1s Y N <10 B4 N N
12 8 C' Y N c10 C4' N N
13 8 YCl ' N <10 D4  N N
14 ,8 Cl- . y N. <10 E4 N N
" 5. ,. l',' Y N <10 F4 N N,1 '8 'Cis Y N1 <10 G4  N N

s17 C N <10 Y Y
18 16, C2' Y N <10 Rit N Y
19 8 Cis N N <10 R2 Y Y
'+ 8 U N N <10 R2 N Y21 16 1 C35, Y N <10 RU N Y
22 8 C35, N N <10 Re N Y

I Eight cartridges available as replacement for any trial.
4 Safety will be issessed for each firing; however remote firings are speci-
Sfically to confirm the safety of firing at a new low temperature.
3 Human factors evaluated as a part of each firing. Timing for CB protec-

tive ensemble will be recorded as well,
4 Two rounds fired with chemical protective handgear, two rounds with trig-

ger finger mittens, and four rounds fired with arctic mittens.
5 Climatic design types as defined in AR 70-38t

"C1 (basic cold) - -50F to -25OF
C2 (cold) - -350F to -50OF
C3 (severe cold)- below -60°F

Planned Analysis

(a) Crite•i'on (a) will be met if 95 percent of the functioning cart-
ridges provide audible and visual signals within 7 seconds after the cart-
ridge has been triggered to fire,
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(b) Criterion (b) will be met if 95 percent of the functioning cart-
ridges produce audible and visual signals at a minimum altitude of 500 feet
above the launch site.

(c) Criterion (c) will be met if 95 percent of the functioning cart-

ridges produce audible and visual signals of a 5-second duration each.

Comment from Higher Level Review

The analysis should be more than "met and not met" decision rules. How
will the data be analyzed and presented? The analysis should address such
things as whistle duration vs. temperature and differences in cartridge
performance after being transported.

Response to Higher Level Review

Add to planned analysis the paragraph: "The data will be examined for
trends and exceptional values, and substantive findings will be discussed."

Actual Test Design/Procedure

Exceptionally warm weather after. the test items arrived forced testing
to be done quickly when cold temperatures were available. No firing was
conducted in winds exceeding 5 knots. Observers were not rotated, but 25
different observers were used. Only sixteen cartridges were fired hand-held
due to lateness of an appropriate safety release, and burst locations were
not measured for the hand-held launches. The video scoring system was
unavailable, so burst locations were determined from azimuth and elevation
observations taken by qualified personnel at five ground observation points.
Different personnel measured signal timings on different days. The actual
design executed is summarized in table 3.
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TABLE 3,--Actual Firina Matrix

Number Ambient Air.
of Tempera- Day-

Trial Rounds turs (OWFligh Remarks 2 3A3
1 4 26 Y
9 4 26 N
3 S 1 10
4 16 -25 Y
5 8 -12 N o10
6 a -10 N
7-8 -10 Y

8 8-10 N
9 8 30 y 4,5,1

10 8 -23 Y
11 8-22 Y
12 8 -22 Y
13 a -20 V
14 8 -20 Y
15 8 -16 Y 7

16 8 -17 Y
17 8 -36 V 112
18 16 -39 Y
198 -36 N 1N
20 a -39 N
21 16 -22 Y 12,:1
22 8 -22 N 12,1
23 8 -22 Y s 0, s12

Mean temperature.
2 Safety was assessed for each firing; however remote firings were specific-

ally to confirm the safety of firing at low temperatures.
3 Observer human factors evaluated as a pert of each firing.
4 Four rounds were fired hand-held with leather work gloves, two rounds

were fired with trigger finger mittens, and two rounds were fired with
arctic mittens.

5 Fired, hand-held, with leather work gloves..
*Observers unwarned.
? One round was "no test."
* Rounds conditioned to -406F.
' Fired in falling snow,
o Rounds transported 100 miles prior to firing.

1l Rounds trinsported 50 miles prior to firing.
12 Sound readings obtained.
13 Rounds conditioned to -55OF prior to firing.
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Results and Analysis

(a) All cartridges exceeded 500 feet (152.4 meters) height of burst
(HOB) except for one which had a 378 feet (155 meters) HOB. All functioned
at peak trajectory and all residue extinguished prior to impact.

(b) Table 4 summarizes cartridge perforance for the time to audible
and visual signal Initiation (maximum signal Intensity was obtained almost
simultaneously with signal Initiation and could not be separately timed),
audible and visual signal duration, HOB, and burst deviation from vertical.
A round-by-round listing of performance data appears at appendix A.

TABLE 4.-Performance Data Summary

Time to Audible Visual Deviation
Signal Signal Signal from

Initiation Duration Duration HOB Vertical
Statistic (seconds) (sends) (seconds) (f feet (derees)

Minimum 3.9 6.1 6.0 378 0.9
Maximum 6.5 13.0 11.0 803 34.8'
Median 5.0 7.2 7.7 672 6.3
Mean 5.0 7,4 7.7 667 7.6
...... a, . .. *. . 4 64 16 # 0 44 6 . 4 #6 . I I .6 . 4 00 0a * iii G**********1*ii; *1*11****iii*a*

No. Observed 1951 1952197 183 183
No. Satisfactory 195' 1956 1976 1827 1339, 2Percent,

Satisfactory 100.0 100.0 100.0 99.5 72.7

Excludes rounds trial 7, NoS. 1 & 3; trial 9, Nos. I & 2; and trial 15,
No. 8.

2 Excludes rounds trial 9, No. 5; trial 11, Nos. 1, 4, 8; and trial 15,
No. 8,'

3 Excludes rounds trial 2, No, 4; trial 9, No. 1; and trial 15, No. 8.
4 Excludes 16 hand-held rounds of trials 9 and 23; as well as "no test"

round of trial 15, No. 8.
5 Number less than 7 seconds.
6 Number greater than 5 seconds.
7 Number greater than 500 feet. Low round trial 22, No. 2 was cold condi-

tioned.
' Number less than 10 deorees from vertical.
i All but round trial 22, No 2 were less then 19 degrees from vertical.

(c) Criteria (a), (b), and (W) were satisfied since the cartridge
performed as designed. The data were examined for trends, but no substan-
tial trends were found. A statistical discussion appears at appendix B.
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APPENDIX A

Performance Characteristics

Time to Audible Visual Ie ht Deviation
Si, gnal Signal Signal frm

Initiation Duration Duration Burst' Vertical$ Firing
Trial Round ac (S~ee Lc (Fot (Dearess)

15 4.0 7.0 7.8 755.3 2.0 1
14,0 7.0 7.0 803,4 2.7 2

1 7 4.0 6.2 8.0 752.0 2.4 3
I. a 4.5 6.3 7.8 750.8 4.0 4

2 3 5.0 6.9 7.0 771.5 3.0 5
2 4 5,0 8,0 NR 746.5 4,3 6
2 5.0 7.5 6.5 752.3 1.5 7
2 6 .5.0 8.0 6.5 750.8 2.5 8

3 2. 5.3 7.4 7.1 688.6 2.4 81
3 2 4.6 7.1. 6.7 683.8 3.7 82
3 3 4.8 7.0 6.1 682.1 3.5 83
3 4 5.5 7.3 6.3 669.2 0.9 84
3 5 5,3 7.,3 7.8 682.1 1.7 85
3 6 5.1 7,3 6.7, 683.3 1.6 86
3 7 50, 7.6 6.8 650.4 3.3 87
3 8 5.4 7.8 6.6 669.5 2.7 88

4 1 6.0 6.1 8.5 675.7 8.0 25
4 2 5.0 6.6 8.2 682.7 8.. 26
4 3 5.0 6.4 6.5 793,6 3.9 27
4 4 6.0 7.8 8.5 673.2 5.0 28
4 5 5.0 7.0 8.0 783.4 4.8 29

S4 6 5.0 6.9 7.0 716.7 5.9 30
4 7 5.0 7.3 7.6 692,7 5.6 31
4 8 5.0 6.6 8.3 621.0 8.6 32
4 9 5.0 7.2 6.5 691.9 4.4 33
4 10 5.0 7.1 9.0 646.8 5.3 34
4 11 5.0 7.0 7.? 664.1 3.0 35
4 12 5.6 7.4 7.2 680.1 7.1 36
4 13 5.0 7.9 8.1 684.9 8.1 37
4 14 4.6 7.7 7.1 679.5 5.2 38
4 15 4.4 7.4 8.3 674.0 6.2 39
4 16 4.4 7.6 7.7 684.3 2.0 40
SMean of values calcuisted Tor pairs o6 observers present (weighted by til
number of observers Involved). The mean was used because values for dif-
ferent pairs were in good agreement.
M Median of values calculated for pairs of observers present. The median
was used because occasional large differences between pairs occurred in

NR - Not Recorded
A-1
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Performance Characteristics (Continued)

Time to Audible Visual Height Deviation
Signal Signal Signal of from

Initiation Duration Duration .urstl Vertical' Firing
Lr jj R !ound (Skc) LW LWg (Post) (Decrees)~ r

5 1 4.8 7.0 7.8 710.4 i.5 105
5 2 4.9 7.0 7.3 654.8 6.0 106
5 3 5.2 7.1 8.1 650'8 5.5 .107
5 4 5.5 6.9 7.6 699.9 6.3 108
5 5 4.6 8.3 7.6 717.0 1.8 109
5 6 5.0 7.7 7.0 722.4 9.2 110
5 7 5.2 7.8 7.8 686.0 8.4 111
5 8 5.0 6.6 7.0 717.3 1.6 112

6 1 5.5 6.6 6.0 662.1 3.2 9
6 2 5.0 7.2 8.1 687.3 4.9 10
6 3 5.0 6.6 8.1 656.4 3.5 11
6 4 5,.5 7.0 7.2 676.0 1.3 12
6 5 5,5 7.5 8,0 716.6 2.4 13
6 6 5.0 7.0 7.8 737.9 6.8 14
6 7 5.2 7.0 8,0 715.7 5.4 15
6 8 4.2 7.5 7.5 672.9 6,1 16

7 1 NR 6.8 8.3 672.8 6,0 113
7 2 5.8 6.6 7.6 647.7 7.9 114
7 3 NR 6.8 7.6 686.5 5.0 115
7 4 4.5 7.3 8,0 663.0 7.5 116
7 5 4.7 7.0 7,8 546.9 9.0 117
7 6 4.7 7.8 7.7 691.2 2.6. 118
7 7 4.5 7.8 7.6 634.1 5.4 119
7 8 5.3 6.1 7.8 677.1 1.9 120

8 1 5.0 6.6 8.5 707.9 5,9 178 2 5,.0 6.7 7,.8 690.8 2,.7 is
8 3 5.2 6.9 7.2 695.4 2.8 19
8 4 5.0 6.7 8.0 693.3 5.0 20
8 5 5.2 6.9 7.8 651.2 6.2 21
8 6 5.8 7.5 7.2 703.3 3.5 22
8 7 5.0 7.0 8.0 706.4 3.7 23
a a 5.0 6.7 7.2 700.4 5.3 24

1 Mean of values Calculated for pairs of observers present (weighted by the
number of observers involved). The mean was used because values for dif-
ferent pairs were in good agreement.

* Median of values calculated for pairs of observers present. The median
was used because occasional large differences between pairs occurred In
the data.

NR - Not Recorded

A- 2
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Performance Characteristi•s (Continued)

Time to Audible Visual Height Deviation
Sanai Signal Signal of from

InitTation Duration Duration Burst' Verticals Firing
W#rial Lugg iftca £&l U £ frs.), (Degreas) Or~der

9r1 HR 7.0 NR HR HR 193
9 2 NR 5.5 7.0 NR HR 194
9 3 6.5 7.0 11.0 HR NR 195
9 4 5,5 7.0 7.0 R HR 196
9 5 A. 0 HR, 6.5 NO HR 197
9 6 6.0 7.2 7.0 NR NR 198
9 7 6.0 6.8 6.0 HR HR 199
9 a 6.5 6.8 7.0 HR NR 200

10 1 5.0 7.1 7.8 627.2 7.8 41
10 ; 5.6 7.1 7.9 717.8 7.6 42
10 3 5,4 6.9 7.8 671.8 13.6 43
10 4 5,0 6.4 7.9 712.9 4.0 44
10 5 5.0 7.3 8.5 68618 3.0 45
10 6 5.4 7.0 7.3 682.6 3.6 46
10 7 5.1 7.2 7.3 672.7 3.4 47
10 8 4.7 7.7 6.7 689.8 4.2 48

11 1 5.0 NR 8.1 683.9 4.7 49
11 2 4.5 7.1 7.3 628.9 8.1 50
11 3 5,5 6.9 7.2 673.7 9.4 51
11 4 5.5 HR 8.3 659.8 2.3 52
11 5 4,3 7.6 7.6 630.2 5.8 53
11 6 5.1 7,1 8.3 574.0 7.7 54
11 7 5.0 7.1 7.8 668,3 6.5 55
11 8 5.1 NR 8.4 662.8 4.3 56

12 1 4,5 6.7 7.6 629.3 4.9 57
12 2 5.3 6.9 7.7 696.4 3.4 58
12 3 5.1 6.7 7.1 686.5 5.2 59
12 4 5.0 7.2 7.3 694.0 1.8 60
12 5 5.1 7.3 7.3 649.4 2.5 61
12 6 6.1 6.6 7.3 662.3 12.2 62
12 7 5.1 7.7 8.3 686.8 4.6 63
12 8 4.6 6.5 8.1 677.1 4.0 64

Wean of velues calculated for pairs of o-servers present (weighted by the
number of observers involved). The mean was used because values for dli-
ferent pairs were in good agreement.
Median of values calculated for pairs of observers present. The median
was used because occasional large differences between pairs occurred in
the data.

NR - Not recorded
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Performance Characteristics (Continued)

Time to Audible Visual Hei ht Deviation
Sitnal Signal Signal of froN

Initiation Duration Duration Bursts Verticall Firing
Trial Round (Sac) (cec) (Sac) (Fee (Deagrees) •

13 1 4.7 7.3 7.8 649.1 5.5 65
13 2 5.5 7.0 7.3 662,9 6.5 66
13 3 5.0 8.1 7.5 662,0 11.3 67
13 4 5.2 6.8 8.5 594,2 11.1 68
13 5 4,5 7.5 7.9 595.9 8.8 69
13 6 4.5 8.0 6.9 661.4 4.7 70
13 7 4.7 7.5 7.5 693.2 5.8 71
13 8 5.0 6.9 8.1 643.1 2.1 72

14 1 5.6 6.3 7.1 528.4 9.4 '3
14 2 4.? 7.5 7.3 605.0 2.7 74
14 3 5.2 7.7 7.3 623.7 3.0 75
14 4 4,9 7.9 6.9 670.9 2.8 76
14 5 4.2 7.3 7.0 605.7 5.0 77
14 6 4,4 7.3 6.9 654.0' 2.1 78
14 7 4.9 8.0 7.4 635.9 6.6 79
14 8 4.9 7.7 8.3 670.1 6,2 80

15 1 4.9 8.0 6.1 655.7 1,2 89
15 2 5.4 7,3 6.7 688.7 3.6 90
15 3 5.4 8,1 7.1 704.0 10.0 91
15 4 5,2 7.7 6.8 622.3 5.2 92
15 5 5.0 7.3 6.7 703.0 3.1 93
15 6 4.8 7.0 6.7 653.3 4,8 94
15 7 5,6 7,8 6.8 608.4 6.8 95
15 8 NR NR NR NR NR 96

16 1 4.6 7.3 6.9 651.5 1.8 97
16 2 5.6 7.7 7.9 693.4 2.7 98
16 3 4.8 6.9 7.0 663.0 6.6 99
16 4 4.9 7.7 6.9 643.0 4.9 100
16 5 6.4 6.8 6.9 687.4 2.3 101
16 6 4,5 7.3 6.9 607.9 5.4 102
16 7 4.9 7.7 6.3 666.0 4.7 103
16 8 5.3 7.1 6.1 686.9 6.5 104

a nen 6of values calculated for pairs of observers present (weighted by -a
number of observers involved). The mean was used because values for dif-
ferent pairs were in good agreement.
Median of values calculated for pairs of observers present. The median
was used because occasional large differences between pairs occurred in
the data.

NR - Not recorded
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Performance Characteri-stics (Continued)

Time to Audible Visual Height Deviation
Stgnal Signal Signal of from

Inititlion Duration Duration Burst' Vertical 2  Firing
Trial Round (SecI (Sa)l (Sac) (Feet) Ogeress) It

17 1 4.9 6.9 7.0 641.2 13.1 153
17 2 5.3 7.5 7.9 666.6 11.9 154
17 3 4.9 8.1 8.5 668.5 10.5 155
17 4 4.7 7.7 7.3 638.9 15.1 156
17 5 4.6 8.5 7.3 585.8 15.3 157
17 6 4.2 7.8 7.6 5873 8.9 158
17 7 3.9 7.6 8.1 600.1 8.9 159
17 8 5.4 7.5 7.8 678.4 10.8 160

18 1 5.0 7.0 7.5 696.3 13.8 129
18 2 4.7 7.0 7.6 601.3 18.5 130
18 3 5.5 7.0 8.2 598.7 18.6 131
18 4 4.9 7.0 7.3 699.0 3,4 132
18 5 4.9 7.0 8.2 609.6 10.1 133
S186 5.1 7.0 8.1 689.4 10.1 134
18 7 4.8 7,0 7.2 689.C 10.8 136
188 5.7 7.0 7.7 677.7 8.6 136
18 9 4.6 7.0 7.9 652.7 13.9 137
18 10 5.1 7.0 7.7 725.8 11.0 138
18 11 4.9 7.0 7.7 644.9 15.0 139
18 12 4.9 7.0 7.8 719.0 9.9 140
18 13 4.7 7.0 7.2 647.6 15.2 141
18 14 5,1 7.0 8.1 661.4 9.3 142
18 15 5.5 7.0 10.6 707,8 9.3 143
18 16 5.3 7,0 7.8 627.9 2.6 144

19 1 4.9 8.5 8.3 708.9 13.4 145
19 2 5.2 7.2 8.7 682.2 9.2 146
19 3 4.8 7,7 8.9 670.0 11.0 147
19 4 5,3 7.5 8.3 637.2 10.3 148
19 5 5.2 7.9 7.7 670.2 8.0 149
19 6 5.1 6.9 8.0 649.6 17.1 150
19 7 5.4 7.2 7.9 684.5 6.7 151
19 8 4.6 7.0 7.9 646.1 14.0 152

SMean of values calculated for pairs of observers pi'esent (weighted by the
number of observers involved). The mean was used tecause values for dif-
ferent pairs were in good agreement.

' Median of values calculated for pairs of observeri present. The median
was used because occasional large differences between pairs occurred in
the data,
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Performance Characteristics (Continued)

Time to Audible Visual Height Deviation
Signal Signal Signal of from

Initiation Duration Duration Burst' Vertical' Firing
Trial Round LISc (Sac) (See (Feet) (Derse Order

20 1 4.8 8.0 7.4 722.2 10.5 121
20 2 4.8 7.0 7.0 684.5 14.8 122
20 3 5.0 7.0 7.1 646.1 16.7 123
20 4 4,9 8,0 8.4 707.5 13.3 124
20 5 5.7 7.0 8.0 671.9 12.3 125
20 6 5.0 7.0 8.0 698.1 11.7 126
20 7 4.6 7.0 7.8 753.2 11.3 127
20 8 5.3 7.0 7.0 699.8 15.4 128

21 1 4.6 8.1 8.6 638.1 8.9 177
21 2 4.9 7.9 8.7 634.7 9.5 178
21 3 5.5 7.3 8.0 686,1 7.9 179
21 4 5.5 749 8.0 659.9 8.8 180
21 5 4.5 8.1 7.9 663.5 12.8 181
21 6 4.9 7.9 7.7 647.2 15.4 182
21 7 5.0 7.7 8.5 673.7 12.3 183
21 8 5.3 8.0 8,0 679.4 9.4 184
21 9 4.8 7.6 8.7 578.7 15.4 185
21 10 4.0 7,9 7.5 607.5 15.2 186
21 11 4,9 7.7 8.0 628.9 14.6 187
21 12 4.8 7.3 8.3 599.9 16.5 188
21 13 4.9 7.7 8.0 545.5 18,1 189
21 14 4.8 8.5 8.9 657.4 14.9 190
21 15 4.6 8.0 7,8 618.2 9.2 191.
21 16 4.9 7.3 8.3 639.4 14.5 192

22 1 5.6 7.0 8.0 644.9 14.7 169
22 2 4.7 7.4 8.1 378.5 34.8 170
2 3 4.0 7.5 9.0 576.8 16.6 172,

22 4 4.8 8.0 9.4 649.2 10.3 172
22 5 4.4 7.7 8.9 617.5 14.9 173
22 6 4.6 8.0 8.4 656.9 9.6 174
22 7 5.1 7.5 8.9 616.1 12.7 175
22 8 5.2 7.5 9.1 649.1 7.7 176

Mean of values calculated for pairs of observers present (weighted by the
number of observers involved). The mean was used because values for dif-
ferent pairs were in good agreement.

2 Median of values calculated for pairs of observers present. The median
was used because occasional large differences between pairs occurred in
the data.
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Performance Characteristics (Continued)

Time to Audible Visual Height Deviation
Signal Signal Signal of from

Initiation Duration Duration Burst' Vertical 2  Firing
Trial Round (Sec) (ac) Sec) (Feet) (Dearees) Order

23 1 4.4 11.0 10.0 NR NR 161
23 2 4.6 10.0 6.0 NR HR 162
23 3 4.9 12.0 7.0 NR NR 163
23 4 4.5 10.0 7.0 HR NR 164
23 5 4.8 13.0 8.0 NR NR 165
23 6 4.6 11.0 7.0 NR NR 166
23 7 4.1 11.0 8.0 NR HR 167
23 8 4.7 10.0 7.0 NR NR 168

M lean of values calculated for pairs of observers present (weighted by the
number of observers involved). The mean was used because values for dif-
ferent pairs were in good agreement.

2 Median of values calculated for pairs of observers present. The median
was used because occasional large differences between pairs occurred in
the data.

NR - Not recorded

A

A-7

265

LW /



APPENDIX B

Statistical Analysis of Performance Data

1. S . Except for one cartri'dge (trial f2, round 2) which burst
below-nd seet, all cartridges performed as designed regardless of test
conditions. d An order to determine whether cartridge performance was sub-
stantially affected by changes-in test conditions, however, performance data
on each of the five variables were analyzed using analysis Of variance. No
substantial trends were discovered. Nevertheless, there were statistically
significant differences for each variable between data taken under different
test conditions. In particular, the cold conditioned' ronds burst signi-
ficantly lower (40 feet) and significantly farther from vertical (6 degrees)
than the average round while rounds from the first box of cartridges fired
burst significantly higher (45 feet) and significantly closer to vertical (3
degrees) than the average round.

2. Linear model used. Since (except for the first eight rounds) cart-
ridges from the same unit pack of cartridges were always subjected to the
bame treatment (e.g., cold conditioning) and fired together under nearly
identical test conditions, any trends due to changes in test conditions
would be detectable only from unit pack to unit pack. Differences in per-
formance within a unit pack could only be attributed to random variation.
Thus, for each response variable, Y, the linear model:

Ytkup +t1• 8k

was used to estimate the difference, p , from the overall mean, p, for each
of the n unit packs. Least squares Xitmation was used, and the P's were
subjected to the side condition:

IS, ni Pi " 0
where ni, was the number of aviAlable observations (for the reponse variable
under consideration) on the i unit pack. This standard parameterization
made the p-estimators into contrasts and enabled consideration of other
selected contrasts (in particular, that for cold conditioned rounds) as
linear combinations of the p's.

3. Results. Five response variables were analyzed in the context of this
linear modeT: time to signal initiation in seconds, audible signal duration
in seconds, visual signal duration In seconds, height of burst in feet, and
deviation from vertical in degrees. In addition, height of burst and devia-
tion from vertical were analyzed both with the low round (trial 22, round 2)
included and with the low round excluded. An analysis of variance was
performed on each variable (table 1), and the F-value for testing the null
hypothesis of no difference in performance from unit pack to unit pack was

B-1
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greater than the critical F-value for 0.005 significance in every case.'
Estimates of the O's (unit pack effects) as well as estimates of selected
contrasts found to be of interest appear in table 2 along with the calcu-
lated values of Student's t for testing whether the coefficients are zero.

4. Discussion. Burst locations for the 183 remotely fired rounds are
shown to scale in figure 1. Although all but one round (a cold conditioned
round) burst above 500 feet, the cold conditioned rounds (even excluding the
low round) tended to burst significantly lower and significantly fartherfrom vertical than the overage round. However, the rounds from box 1
(including the initial 8 rounds and 24 additional rounds of noparticular distinction) tended to burst significantly higher and signifi-

!cantly closer to vertical than the average round. This indicates that
physical/chemical differences between unit packs or boxes may have been
significant or that some other unmeasured test variables (and not cold
conditioning) may have significance. However, none of the observed differ-
onces appeared to be substantial. There were no clear trends with tempera-
ture for any variable (figures 2a through 6a) but there were some indica-
tions of trends with firing order (figure 2b through 6b). The virtually
constant audible signal durations measured on trial 23 (firing order 160
through 168; these were all of the rounds fired on 18 February) seem to show
merely a difference in measurement technique. Likewise, the trends in burst
location might be partially due to day to day variations in equipment or to
meteorological conditions effecting line of sight.

£ The assumptions of normality and homogeneity of variance for the error
terms which are necessary for the calculated F-values to follow the
F-distribution, were not satisfied. In particular, it is obvious from f-
urea 2 through 6, that times measured were nearly constant for some unKt
packs, and the distribution of the residuals for degrees deviation from
vertical was skewed. Variable transformation and sensitivity analyses on
subsets of the data which excluded the nearly constant times could have been
performed but were not; it was felt that any changes in the results obtained
by using more elaborate analysis would be minimal and would not justify the
cost of additional analysis.
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STATISTICAL TESTING OF LARGE COMPLEX COMPUTER SIMULATION MODELS

Carl B. Bates

US Army Concepts Analysis Agency

Bethesda, Maryland 20814

ABSTRACT. In response to increasing requirements for communicatlons/

electronics (EW) analyses, the US Army Concepts Analysis Agency (CAA)

undertook the development of a Divisional Electronic Warfare Combat

(DEWCOM) Model. The model has been developed, and it contains approxi-

mately 20,000 lines of code and 250 input variables. It simulates two-

sided play of combat, communications, and electronic warfare in conven-

tional warfare with close air support. Before the model is committed to

use in support of CAA studies, it is undergoing test and evaluation.

The test and evaluation of the model is being conducted in two phases--

data base development and verification. A part of the verification

phase involved a sensitivity analysis of model output to changes in

model input. A group-screening approach was applied, and a resolution V

experimental design was employed. The experimental design and the anal-

yses results are presented and discussed.

1. INTRODUCTION. Due to increasing needs for the performance of EW

analyses, CAA undertook the development of an EW combat simulation mo-

del. Model development was contracted out- the developed model, Divi-

sional Electronic Warfare Combat (DEWCOM) Model, was delivered to CAA

during the summer of 1980. The model is a fully computerized, stochas-

tic simulation model. It simulates conventional ground warfare with

close air support. Two-sided play of combat, communication, and
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electronic warfare Is provided. The model has a variable force resolu-

tion capability; representation of up to five echelons, typically corps

to company, can be simulated. The model is organized Into three inter-

acting modules as Illustrated in Figure 1. One module performs communi-

cation operations, another module performs tactical operations, and the

third module performs electronic warfare operations. The modules are

driven by a list of events which specify actions to be taken at a sched-

uled time in the future. The list of events is initialized at the start

of the simulation by the user. Thereafter, the list is continuously up-

dated as a consequence of actions occurring in the simulation. This

causes additional events to be scheduled for future combat, communica-

tion, and EW operations. The process continues until a user specified

termination time. At time intervals specified by the user, model re-

ports are produced summarizing• the actions which have been simulated.

Naturally, before the model could be approved for use in Agency studies,

the model had to be tested. Consequently, a test and evaluation effort

was initiated.

2. TEST METHODOLOGY

a. Objective. The objective of the test and evaluation was to es-

tablish that the model, given the appropriate inputs, accurately repre-

sents the performance of communications and EW systems in a tactical en-

vironment and portrays realistic combat outcomes.
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The test and evaluation was conducted in two phases:

1. Data base development.

ii. Verification testing to determine (1) if the various functions

in the model performed as intended and (2) if the model portrays an

A;, accurate representation of real-world systems.

.... • Tactical
SI module alefd•l~

Periodically
Events generated
Arfsing reports

Initial Current from
event event simulated
list list Communication actions

module"I Event
L=1 r Jfill

tprocessedI

Figure 1. DEWCOM Model Organization
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The verification proceeded in a series of tests, each focusing on one

or more of the module operations. Hand-calculated results were compared

with appropriate model output. Agreement with hand calculations consti-

tuted the Part I verification of the model operation. A lack of agree-

ment was attributed to either input or code deficiency. Both possibili-

ties were assessed, and input and/or code was modified and the model re-

run if necessary. The process was repeated until either a satisfactory

model output was achieved or until enough information was obtained that

the problem could be addressed at a later date. A subset of the results

of the Part I verification test is illustrated in Table 1.

The Part II verification test was to determine if the model gave an

accurate representation of current and projected combat, communications,

and electronic warfare environment. Part II consisted of three sub-

parts. The part involving excursion runs from the base case and the

part involving the comparison of DEWCOM with another model are not dis-

cussed in this paper. The third part (sensitivity test) of the Part II

test is discussed in the remainder of this paper.
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Table 1. Verification Results

Module/operation Response to test objectivesl Atio taken Response to test objfActivesI °as ofoin itil tetin II , of reoerd run
... . . nmodel realism)

TACTICAL
movement Spurions movement by Code corrected

[W units' improper
reference to unit
coordinates In test
for FEBA distance

Direct ftire attrition Low attrition - Input Alternate algorithms Sdata oatlbratmion under consideration
needed

Indirect fire attrition Near zero attrition Algorithm incorrect - S
rep laced

Stop/restart Model cannot be properly Remains to be resolved U
restarted if changes
affect ongoing activity

COtJNICATIONS
Message generation Description of parameters Documentation updates S

controlling message prepared
generation not clear -
otherwise satisfactory

Maloage processing Message processed only by Remains to be resolved M
one net type - 0o ruuting
over other net types -
some redundant message
generation

ELECTRONIC WARFARE
Locate operation Improperly activated - Code corrected S

otherwise satisfactory

Intercept operations Improperly activated - Code corrected S
otherwise satisfactory

Jam operations Radar signal not -Code corrected S
jammed - otherwisesatisfactory

NOTEi S * satisfactory
M marginal
U unsatisfactory
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3. PROBLEM DESCRIPTION AND BACKGROUND

a. Description. The purpose of the sensitivity test was to identify

those input factors which have the largest impact upon selected model

output variables and to estimate the magnitude of the input factor

effects.

b. Background. The Concepts Analysis Agency has conducted extensive

computer simulation model sensitivity testing, e.g., Bates (1974),

Thomas (1975), and Bates (1977). Past sensitivity testing has always

been directed at, or in support of, a particular study, that is, a study

involving the investigation of tradeuffs of particular combat parameters I
which could be associated with specific model input factors. The number

of input factors to be investigated was always large and the total rium-

ber of computer model simulation runs was always limited. In all cases,

a decision had to be made between the number of factors and the number

of factor levels. Invariably, the objective was to investigate as many

input factors as possible. Consequently, ultimate experimental designs

developed were 2m and/or 3n fractional factorial designs.

The DEWCOM sensitivity test was different from previous model sensi-

tivity tests. The test was not for the investigation of particular in-

put factors in order to assess the applicability of the model for a par-

ticular study's use. The test was a part of an overall test and evalua-

tion of the model following its initial development. It was desired

that the sensitivity test address as many of the 250 model input varn-

ables as possible. Ultimately, a group-screening approach was used in

the experimental design development.
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c. Group-screening Designs. Group-screening experimentation is not

new. Watson (1961) discusses two-stage screening procedures. Patel

(1962) and Li (1962) independently introduced multistage group-screening

designs. Hunter and Mezaki (1964) illustrate the application of croup-

screening designs to chemical reaction experimentation. Kleijnen

(1975a) giyes a survey of screening designs, and KleiJnen (1975b)

contains a more detailed discussion of screening designs. Mauro and

Smith (1980) examine two-stage, group-screening methods, and Mauro and

Smith (1981) examine a random balance/Plackett-Burman, two-stage strat-

egy.

4. EXPERIMENTAL DESIGN. A detailed examination was made of each of the

250 model input variables. It was decided to consider only Blue input

variables; therefore, the Red input variables were excluded. Also ex-

cluded were variables causing abrupt changes, sag., threshold and

switching variables. An attempt was made to include only those vari-

ables having a continuous, rather than discontinuous, effect upon model

output. Also, an attempt was made to include variables which were ex-

pected to have a significant effect upon model output. Ultimately, ap-

proximately 50 input variables were selected for investigation. Nominal

values were then selected for each of the input variables. Finally, a

"high" and a "low" value was determined for each of the variables. Il-

lustrations of the input variables and their values are given in Tables

2, 3, and 4. Table 2 contains tactical variables, Table 3 contains com-

munication variables, and Table 4 contains EW variables. The high and

low values were picked to be those values which were expected to contain

the expected achievable within the 1990 timeframe. Care was taken to

284

. ... .



defining lows and highs of the variables being grouped together so that

their expected effect would be in the same direction. We did not want

variable effects to inadvertently cancel each other.

Table 2. Tactical Variables
K:;: I NOM An 1 Var iation ab~out

Tiet factor Input variable Input description i Icall: n::zm:nal value

,((Unit TU.AOVE.RATE Unit move rate },00 M/min X 112• X 2

movement TU.RADIUS eireular area occupied by uneK (100-999)m X 112 X 2

Direct TU.WP.QUAKT!TY Number weapons by type owned (2-44) X 1/2 X 2

WT.COIBAT.VALJ•E ait lue with weapon type (2-100o X 4/1 X 6/b
LNCOr.C.ASS CoefficiAent modeling ffe2 .2

attrition of weapon type

Indirect S0.ARTYCSELT,TIM MlntimI time interval between 2 min X 2 X 1/2
, fire artillory fir# missions

,USUPPRESSIONFACTOR Percent decrease in unit (12-60) min X 2 X 1/2' ef~feciveness due to arty fire

TU.,URAT ONCFSUPPRESSONl Period of decrease in unit (4-15) m•n X 2 X 1/2
effectiveness due to arty fire

TU.ARTY.DURATION Duration of arty fire against 16 min X 1/2 X 2" unit
TUARTY,INTERVAL Interval between artillery fires I min X 1/2 X 2

against unit

%0aominal value% which show a range depict the spread for all types of equipment being modeled, e.g., the combat
values atsested each twne weapon vtried frtxo 2 to 100,

Table 3. Communication Variables

.. i..oni. nl Va at O on about
Test factor Input variable Input description valuew nomaiinil value

_Low_ Migh

Message SOCOORDINATIONA.NTERVAL Minimum time betwean mensages for 30 mi X 2 K 1/2
generation unitsCO,LENGTH Transmission time of messageQ (30-120O) see X 2 X 1/2•

Message BACKOROUND.TRAFFICUPDATEoTII( Interval at which traffic delays 15 loin X 1/3 X 3.,OAprocessing Ma:1mim time for background 10 min X 2 X 1/2

traffic delay
COPROCE$$1NG.TIME Time before and after transmission (1.3) min X 3 X 1/3

needed to procest a mestsag

Network CE.FS.QUANTITY Initial quantity of conisinoication (1-5) X 1/2 X 6/b
mai ntenance 0AGE.CLASS Coofficient modifying effects of at- 100 +26 .25

trition on commeunication equipment
CET.MTIF Mean time between failures for (600-700) hri X 1/2 X 2comunication equipment
TU.COW.SETUP.TIE Interval neaded to set up wire (5-10) min A 2 X 1/2

communication for unitTU.COM.ThEARDOWN.TIME Interval needH to tear down wire (.510) min X 2 K 1/2
communoication for unit

aNomlinal values which shaw a range depict the spread for all types of equipment being modeled, e.g., the processing
time for tve vai-lous types of communication ordered being modeled varied from 1 to 3 minutes,
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Table 4. Electronic Warfare Variables

Test factor Inpiut variable Input desripton u omonl va,.U

Intercupt WEA.FS,3UANTITY Initial quantity of intercept I x 1/2 x 2
equ li•ptent

DAMdAGECLASS Coefficient modifying effects of 100 +2b -25
attrition on Intercept equipment

EWT.MTBF Meon time between feilurt for 70 hri X 1/2 x 2
Intercept equipment

EWT.MTTH Mean time to repair for intercept 3 hrs 1 02/2
Locate WTF.I od (in mn) to perform 02-3) min X 3 X 1/3

OF function
5D.1F.RATE,.IUfNITOUT Percent decrease in intel rate 90% +25 -25

for OF less I station
SOD.F.RATE.2,UNISOUT Percent decrease in imtel Pite 515 +25 -09

for OF less 2 stations
EWE.FS.QUANTITY Inititl quantity of locate 1 X 1/2 x I

DAMAGE.CLASS Co:finen: modifying effects uf 100 +25 -29
attrition on loolte equipment

EWT.MTBF Mean time between failui-es for 70 hira 1/2 x 2
locate equipment

rWTMTT Moean time to repair lonate 3 hri K 0 x 1/2
equipment

Ground EWEFS.QUANTITY Inlial quantity of surveillance 1 x 1/2 x 2
surveillance equipment

DANAGE.CLASS Coefficient modifying effects of at- 100 +25 -25
trition on surveillance equipment

EWT.MTBF Mean time between failures for 70 hri X It2 K 2
surveillance equipment

twT,.Ttr Mean time to repair for 3 rti X 2 0 1/2
surveillance equipment

EWT.POWER Poker output of surveillanco 41 db -20 450
equipment

aNortinul values which 'ho" a range depict the spread for sll typn of iquip•ent being modeled. e.g, the time tu
perform the DF funiction for the various tr equien-t varied fro i to 3 minutes.
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Simultaneous to the above, the primary operations of each module were

enumerated and basic military functions were associated with the module

operations. The association between the module operations and military

functions is shown in Table 5. The 11 module operations are hereafter

termed model input factors. The experimental design, therefore, in-

volved the 11 two-level input factors. All factors are completely

crossed. It was suspected that the factors within a module may inter-

act. Consequently, an experimental design which would permit assessment

of main effects and first order (two-factor) interactions was desired.

A 1/16 x 211 experiment was designed using

I - ABEFJL u CDEFKL - BCEGJKL - ABCDEFGH

as the defining contrast. The fractional factorial design required 128

model runs and permitted assessment of the 11 main effects and the

S(1) a 55 two-factor interaction effects.

The analysis of variance (ANOVA) model for the design is

y + A + B + ... + L + AB + AC + ... + KL,

where M is a true but unknown effect; A, B, ... , L are factorial ef-

fects; and y is a particular model output variable.
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Table 5. Test Factors

Military functions

Test DEWCOM Ind Cmd Intel
factor operations . Mvr | fire & con Comm | coll EW

TACTICAL MODULE
A Unit movement X
B Direct fire X
C Indirect fire X

COMMUNICATIONS MODULE
D Message generation X
E Message processing X
F Network maintenance X

EW MODULE
G Intercept X
H Locate
J Ground surveillance
K Intel acquisition X
L Jamming X

The following four measures of effectiveness (MOE) were selected as

model output variables for analysis:

Red personnel losses

Red weapons losses

Blue personnel losses

Blue weapons losses

The simulation experiment was executed in accordance with the experimen-

tal design, and the four MOE were analyzed in accordance with the analy-

sis plan.
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5. ANALYSIS. The analysis of variance model is a fixed effects model.

Consequently, all 11 main effects and all 55 interaction effects in the

ANOVA table are tested over the Mean Square (Residual) which has 61

degrees of freedom. For example, if MS(A)/MS(R) is equal to or greater

than Fi,61,(1. .)v input factor A is statistically significant at the

a-level of significance. For each MOE, the marginal and two-way means

were tabulated. ANOVAs were performed and the marginal means and sig-

nificant Interactions were plotted.

The ANOVA results are summarized in Table 6. First, cunsidering the

two Red MOE, we see that three interactions, DE, EF, and FK, are sig-

nificant for Red personnel, and two interactions, DE and FK, are sig-

nificant for Red weapons. Each MOE has the same significant main ef-

fects--A, B, F, and K. The decreasing order of the four significant

main effects was B, K, F, and A for both Red MOE. Also, the direction

of the effects was as expected--Red losses decrease as the input factors

are changed from low to high levels. An examination of the Blue MOE re-

sults shows that the seven significant main effects are a subset of the

significant Interaction effects. In addition, the significant

interactions contain factors F and K. Therefore, all input factors ex-

cept G and J have a significant influence upon both Blue MOE. Expecta-

tions were that changing the input factors from low to high would have

an increasing effect upon both Blue MOE; however, the change from low to

high of factors B, 0, and E had a decreasing effect. This apparent ano-

maly was explained after subsequent study of the model and input.

2'
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Table 6. ANOVA Tests Significance Levels

Measures of effectiveness

Red BlueSource "'
Personnel Weapons Personnel Weapons

losses losses losses I losses

TACTICAL
A - Unit movement 0.05 0.05 0.001 0.001
B - Direct fire 0.001 0.001 0.001 0.001
C - Indirect fire 0.001 0.001

COMMUNICATIONS
D - Message generation 0.05 0.05
E - Message processing 0.001 0.001
F - Network maintenance 0.001 0.001

ELECTRONIC WARFARE
G - Intercepting
H - Locating 0.05 0.05
J - Intel seeking
K - Intel evaluation 0.001 0.001
L - Jamming 0.01 0.001

AB - 0.001 0.001
AC - 0.001 0.001
AL - 0.01 0.001
BC - 0.001 0.001
BE - 0.05
DF - 0.05 0.05 0.05 0.05
DF - 0.05EF - 0.05 0.05 0.05
EK - 0.05
FK - 0.001 0.01
KL - 0.05 0.05
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6. SUMMARY. Group-screening designs have potential application for the

statistical testing of large complex computer simulation models. How-

ever, to date, the literature seems void of illustrations of group-

screening designs applied to large real-world simulations. The above

illustrates only the first stage in the application of group screening.

Subsequent stages are essential for the usefulness of group-screening

designs to be realized. For the above described problem, possibly reso-

lution III designs should be used rather than resolution V designs. Be-

cause of the large number of interactions in the above illustration,

however, it appears that resolution III designs would be inappropriate

even for early stages, Too much care cannot be taken In the grouping of

factors to ensure that effects do not cancel each other. Also, the di-

rection of the effect of grouped factors must be known to be the same.

4
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SELLING A COMPLICATED EXPERIMENTAL DESIGN
TO THE FIELD TEST OPERATOR

Carl T. Russell
US Army Cold Regions Test Center

Fort Greely, Alaska

ABSTRACT. After studying the objectives and planning constraints for
cold regionf performance testing with the main gun of the XM1 tank, the
author determined that a rather complicated experimental design seemed
appropriate. In particular, the blocking scheme required thot carefully
chosen quarter replicates of a 24 design be conducted sequentially. Such a
design lays out a firing schedule almost round by round and, on the surface,
presents the test operator with insurmountable problems in execution. A
test operator generally expects and receives only instructions to complete a
prescribed number of "replications" under each combination of test condi-
tions, and he deeply resents the intrusion of a statistician into detailed
test scheduling. By carefully emphasizing the practical and intuitively
advantageous aspects of the experimental design, however, the author was
able to sell the design to the test operator, and the sales pitch is the
topic of this paper.

I. INTRODUCTION AND STATEMENT OF THE PROBLEM. Winter temperatures be-
low freezlng are common in highly Industrialized regions of Europe, Russia,
Red China, and Korea. Since these are all regions where the U.S. Army could
"fight, the need for a test center to examine'the performance of Army person-
nol and materiel in the cold is obvious, The U.S. Army Cold Regions Test
Center (CRTC) is located at Fort Greely, Alaska, where temperatures are
below 32*F more than 80 percent of the time during the winter months, aver-
age 49 days per year below -25*F, and average an annual low of -590F.
Although colder areas exist than Fort Greely, no other accessible area in
the United States is available to the U.S. Army for cold regions testing of
military systems.

As part. of Development Test II of the XM1 tank (Ml Abrams tenk), cold
regions testing was conducted at CRTC. Main gun firing performance at tem-
peratures below OF was one of the many issues to be addressed during this
testing. Criterion values for probability of hit against targets of pre-
scribed size were given in a matrix for each combination of four test fac-
tors:

0 Tank Mode--stationary or moving,

. Target Mode--stationary or moving,

. Nominal Range--short (approximately 1500 meters) or long (approxi-
mately 2500 meters),

. Round Type--high explosive anti-tank (HEAT) or kinbtic energy (KE).
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In addition, there were requirements to compare firing performance of the
XM1 with the standard M60 tank and to determine whether XM1 firing per-
formance degraded at lower temperatures,

There were numerous constraints:

* Rounds were to be fired in five-round shot groups at panel targets
with hit probabilities to be estimated from impact coordinates for
each five-round group.

Around-the-clock testing was planned, with firing periods sandwiched
between mobility exercises. Four shot groups per firing period
appeared reasonable and feasible, and three tank crews were avail-
able for test conduct.

• Weather conditions were uncontrolled. Temperature was a factor of
direct Interest, but other factors (such as visibility) were regard-
ed primarily as nuisance factors.

. An Important decision point was scheduled before test termination,
so partial data had to be interpretable.

Although the criterion addressed only HEAT and KE rounds, two types
of KE rounds--armor piercing descarding sabot (APDS) and armor pierc-
Ing fin stabilized discarding sabot (APFSDS)--were provided for
test.

* A few high explosive projectile (HEP) rounds were also provided for
test, and there was some interest in ranges other than 1500 and 2500
meters.

Previous test planning had identified the number of rounds to be fired,
and an unbalanced test matrix (Table 1) had been formulated to spread the
rounds over the test conditions. This matrix--seldom differentiated from
the test design--is typical of those usually proposed for field tests, andit would typically be analyzed as if it were conducted as a completely

randomized experimental design. But its conduct would almost certainly have
been dictated by efficiency, resulting in little actual randomization.

Russell (2) argued that because completely randomized designs are inim-
ical to efficient test conduct in a field environment (they require overall
conduct by chance rather than by organization), they should be replaced
wherever possible by designs requiring only small-scale randomization easily
generated during day-to-day conduct. An obvious approach was advocated:
design in blocks compatible with test constraints and executable within a
relatively short time period, repeating similar blocks throughout the test.
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TABLE 1: Tentative Test Matrix (Tabulated Values Are Number of
Five-Round Shot Groups at Each Combination of Test Conditions)

Tank/Target Round XM1 Below -25OF XM1 Above -25OF 1460 Above -25OF
Mode Type 1500 25 150 2 1500 25

HEAT 4 4 5 5 3 3
S/S APDS 5 6 7 7 4 4

APFSDS 4 4 6 6 3 3
HEP 2 2 4 4 2 2

HEAT 4 4 4 4 3 3
S/N APOS 5 5 5 5 4 4

APFSDS 4 4 4 4 3 3

HEAT 4 4 4 4 3 3
M/S APDS 5 5 5 5 4 4

APFSDS 4 4 4 4 3 3

HEAT 4 4 4 4 3 3
M/M APOS 5 5 5 5 4 4

APFSDS 4 4 4 4 3 3

I used this "basic matrix approach" to devise a rather complicated
revision to the tentative design for XN1 firing performance which essential-
ly scheduled the crew and order for every shot group fired. Fundamentally,
the complication was that inherent in any statistically sound field test
design: instead of emphasizing sample size in terms of requisite "replica-
tions" in each cell (with an unrealistic request for complete randomiza-
tion), the statistical advice concentrated on a method of detailed test con-
duct directed at obtaining a data set amenable to thorough statistical anal-
ysis. From the point of view of a test operator (at CRTC, these are usually
0-3's), such detailed statistical advice is inherently unwelcome. Instead
of setting a clear objective (get so many observations per cell) with what
is preceived as minimal guidance (randomize), the advice appears to set a
vague objective (get a good data set) with strangling guidance (do it Just
this way). Thus my problem evolved from creating a sound design to so1 ing
it. How could I convince the test operator that it was possible and advan-
tageous to execute my proposed design rather than simply obtain required
"replications" of cells in some matrix?
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My solution was to prepare and present a briefing designed to show not
only that my proposed design was executable but also that it provided organ-
ized solutions to potential problems of test conduct while leaving a great
deal of flexibility for the test operator and relieving him of awkward plan-
ning 6etails. The next section of this paper presents this briefing in
narrative form. A brief technical discussion of the design follows, and the
paper concludes with a few final comments and a summary of the test outcome.

II. THE SALES PITCH. The briefing consisted of six parts: an intro-
duction stating the design goals, an overview of the design which described
the design in terms of four prioritized test matrices, and discussions of
each test matrix in order. Because the briefing was a sales pitch, it
emphasized in nontechnical terms why myproposed design should be conducted,
how it could be conducted, and how it would provide advantages to the test
operator which at least offset its disadvantages.

A. Experimental Design Goals. This portion of the briefing told what
I was trying to accomplish:

--- -tonary versus moving tank
-stationary versus moving target
-HEAT versus KE (APMS and APFSDS) rounds
-1500 meter versus 2500 meter tank/target range
-XM1 versus M60

under test conditions as similar as possible.

Make these comparsions over as wide a variety of test conditions as
possible, but do so in such a way-that-f h-e-fects of selected test
conditions (in particular temperature) can proa•bly be isolated-

Preplan order of trials in such a way that as much balance as pos-sible is maintained on a day-to-day basis.-to increase the likelihood that reasonably accurate partial

results will be available quickly.
-to minimize the impact of unforeseen delays.

Allow sufficient flexibility that, with a reasonable amount of good
luck, the design can be executed.

B. Overview of Proposed Design. This portion of the briefing describ-
ed the overall test in terms of four test matrices (Figure 1): two test
matrices for XM1 alone (one for each temperature range of interest), a
matrix for the XM1 versus M60 comparison, and a matrix for side tests and
make-up. The emphasis here was on overall resource distribution rather than
detailed test structure. Together with Table 2, which compared the test
matrix associated with the proposed design to the tentative matrix of Table
1, Figure 1 was meant to reassure the audience that no radical departure
from the status quo was being advocated. But both Figure 1 and Table 2 were
also used to point out two inherent advantages of the proposed design,
namely its balance (in my experience balance appears to almost anyone as
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XMI ABOVE -25'F XM1 BELOW -250 F
12 HATIg

XMI VERSUS M60 COMPARISON (ABOVE -256 F)
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X. .... of 20N M ON 30 .... 1 AM

XMI SIDETESTS & MAKE-UP

Figure 1. Overall Structure of Proposed Design In Terms of
Resources Distributed Among Four Test MotrIcee.

intuitively advantageous) and its formal distinction between highest prior-
ity testing (XM1 alono, especially above -250F), secondary testing (XM1
versus N60), and testing to be done If possible. A problem with three crews
was also discussed connection with balance. It would clearly be desirable to
have each crew fire the same number of five-round shot grou s under similar
conditions, but three crews cannot possibly fire cell total of two, four,
five, or seven shot groups (from the tentative matrix) in a balanced fash-
ion. Conveniently, my revised design requires exactly three shot groups in
every cell except those In the XN1 side test.

C. XM1 Trials Abgve -250F. This portion of the briefing discussed the
detail of th test desg or the highest priority test matrix in depth.

A "basic matrix" of test conditions (Table 3) was introduced and terms
were defined. Each combination of conditions in the matrix (cll was to be
executed three times, once b each crew. One execution of a ce l missio
was to consist of a crew Wring a five-round shot group under the stated
conditions. A trial was to consist of four prescribed m ssions by the same
crew during one-frlhng period.

The key to the design was the typical trial. A specific example of the
typical trial was given for crew 3:

S/S, HEAT, 1500
S/N, HEAT, 2500
M/S, APDS, 2500
M/N, APDS, 1500.
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TABLE 3: Basic TesL Matrix (Cells Numbered for Reference)

Tank/Target HEAT APOS APDSDS

Mode 1500 2500 1500 2500 1500 2500
S/S 1* 2 3 4 5 6

S/M 7 8* 9 10 11 12

M/S 13 14 15 16* 17 18

M/M 19 20 21* 22 23 24
*This is the specific example of a "typical trial".

The typical trial was then discussed both in terms of this specific example
and a general version which specified that a crew was to execute four mis-
sions:

a One at each tank/target mode,

a Two with each of two round types,
. Each round type at both ranges.

(The order of missions within each trial was to be randomized as much as
possible within test constraints.)

The disadvantage of trials of this sort was openly admitted: test
conditions within every trial were to be totally mixed with nothing fixed.
Crews would not be allowed to fire easier targets (that is, stationary tank
or target, short range) first, the moving target would have to be available
for every trial, and careful instruction of crews would be necessary to pre-
vent round types being fired at the wrong tank/target modes or the wrong
ranges. On the surface, for instance, using the same round type and firing
only one target throughout a trial would be more efficient and less prone to
error than trials with the proposed structure. But the great advantage of
trials with the proposed structure was also pointed out: the test opera-
tor's tally sheet would be nearly balanced after each trial with the same
number of missions at each range, at each target/tank mode, and (as much as
one could hope) at each round type. Furthermore, although firing of easier
targets first was not universally permitted, it was stressed that no great
harm would ensue if in some of the earlier trials easier targets were fired
first. Likewise a certain amount of systematic manipulation of ranges was
permissible so long as it was not always done the same way: for instance,
in the specific example, the tank could fire first on the move five APDS
rounds against a 2500 meoer stationary target, then fire stationary HEAT
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rounds against a 2500 meter moving target, followed by the missions against
1500 meter targets.t

After this somewhat lengthy discussion of the typical trial, the pro-
posed order for conduct of trials was given in terms of prioritized lists of
trials for each crew (Table 4). The specific typical trial discussed prei-
ously was identified In the table, and a brief examination of other trials
showed that they are indeed very similar.

TABLE 4: Prioritized Lists of Trials for Each Crew, XM1 Alone,
Above -25OF (Numbering from Table 3)

Crew1 Cr_ 2 Crew 3

2, 7,15,22 3,10,14,19 1, 8,16,21l
6,11,13,20 3, 8,18,23 5,12,14,19
1, 8,18,23 6,11,13,20 2, 7,17,24
3,10,14,19 2, 7,15,22 4, 9,13,20
4, 9,17,24 5,12,16,21 6,11,15,22
5.12.16.21 4. 9.17.24 3.10,18-23

*This is the specific example of a "typical trial".

The Idea behind the lists was as follows, If after a mobility run the
temperature were between OF and -250F, whatever crew was in the tank would

tAs anticipated, this cavalier attitude towards randomization raised com-
ments following the paper's formal presentation. What I was trying to give
the test operator, however, was an executable design with reasonable flexi-
bility. In fact, I eventually provided the test operator with preferred
order of conduct in the form of misoion-by-mission schedule lists, and
mission order in these lists was formally randomized within trial. But I do
not believe that minor nonsystematic deviations from a formal randomization
scheme could markedly effect the experimental results in an experiment of
this size, and I doubt that even naively systematic deviations from within
trial randomization could have overwhelming effects. Randomization within
trials would protect primarily against possible tendencies for crew perfor-
mance to vary consistently within trials rather than from trial-to-trial.
Although attempting such randomization is worthwhile, its benefits should be
small unless consistent within-trial trends are substantial relative to
effects of primary interest--which I believe to be highly unlikely in the
present case. Thus even naively systematic within-trial ordering should
produce only small bias under reasonable assumptions about operational
performance. In fact, conducting a test In small blocks of time and space
forces any potential damage from nonrandomization to be small (under mild
assumptions), permitting the test operator substantial deviations from
formal randomization within blocks. To me, the risk of bias from lack of
within-trial randomization is small compared to the risk of losing influence
over test conduct by pedantically restraining the test operator.
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fire its next scheduled trial. (If the temperature were between -25OF and
-5OOF, the crew would fire Its next scheduled trial from a similar list for
trials below -250F, and if the temperature were above OOF or below -506F, no
firing would take place.) Crews would then change, and another mobility run
would begin.

With reasonable -attention to crew scheduling and some luck, it should
be possible to conduct at least three or four trhils by each crew according
to the proposed order, Toward the end of the test, however, instances could
be expected when the crew in the tank had already completed all missions in
the temperature range present at the end of a mobility run. In such in-
stances, the test operator was advised simply to have the crew fire (from
bottom/up in the list) any available mission for another crew In the correct
temperature range, If no such trials In the correct temperature rang: were
available, then based on test time remaining, available trials, and fore-
casted weather, the test operator could opt not to fire or opt to ftire an
available trial from a list for the incorrect temperature range (working
from bottom/up in the list, preferably using the correct crew). Likewise,
if the moving target array should break down, the test operator was advisld
simply to fire (from bottom/up) the first available trial ignoring the re-
quirement for moving targets; that is, fire all four mission% at stationary
targets but use the tank mode, range, and round type specified. Other oper-
ational problems were portrayed similarily:

If all goes well, conduct the next available trial from top/down
in the prioritized list for the crew in the tank.

. If problems arise but a decision to fire anyay is prudent, conduct
the lowest priority available trial in as close accordance with the
prescribed conditions as possible.

. The statistician would be available ,at any time to provide advice.

A field test is a moving train, and the engineer deserves advice which will
help him be on time.

The proposed ordering of trials, if executed as just described, pro-
vide. the statistician with a usable data set even if many trials cannot be
completed according to plan. In fact provided there were no great differ-
once in firing performance between AP6S and APFSDS rounds (none was expect-ad):

, Once any three of the first four trials with any one crew were com-
pleted, the data set would be usable.

Once the first, second, third, or fourth trials on all three crews
were completed, the data set would be usable.

If only half the date were obtained in accordance with the prescribed plan,
the statistician would be in pretty good shape for analysis (but his statis-
tical statements could not be as prcise as with a complet data set). Som
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intuitive understanding of why this is so can be seen by examining how the
basic matrix fills up trial-by-trial (Figure 2). All cells of the HEAT
versus KE matrix fill up in an organized way as trials progress, with at
least one observation per cell after the first two proposed trials for each
crew and with three observations per cell (one for each crew) after the
first four proposed trials for each crew. The last two trials for each crew
compare onythe two KE round types, filling in the holes left after the

firs for tial. (he emostrtio inFigure 2 was accomplished with
overlaid vu-graphs in the actual briefing.)

The test operator would have to devise some sort of organized schedule
even to fill the tentative matrix of Table 1. What the statistician has
done here is to relieve the test operator of a tedious task by providing him
with a balanced version of Table 1 together with a flexible schedule which
incorporates sound statistical advice directed towards obtaining as much
information as possible from firing performance data.

D. XMI Trio] s Below -1 LOF. This portion of the briefing quickly des-
cribea the second test matrix, a matrix with slightly lower priorit than
the first. Table 5 gives the firing lists with the numbering of table 3.

TABLE B.- Prioritized Lists of Trials for Each Crew, XN1 Alone,
Below -25OF (Numbering from Table 3)

CrgI Crew 1 rj

5,12,14,19 2,7,17,24 6,11,013120
11, $,1 621 4, ,1320 ,7,15,22
4, 9,13,20 1: 8,16,21 3 10,14,

2717,24 5,12,14,19 1, 0,18,23
16,'10915122' 3,10,18,23 5,12,16,21
La.10.18.23 6 11 15.22 4. 9.17.24

The lists in Table 5 are very similar to those in Table 4. In fact the only
difference in the two sets of lists is that in the lists of Table 5i

0Each crew fires its HEAT rounds in the opposite order from that of
Table 4.

4 The APDS and APFSDS rounds fired in HEAT versus KE trials are those
fired in APDS versus APFSDS trials in Table 4.

no rbe ihcomparison firing and described the proposed solution, '
emphasizing the similarity of XM1 versus MOO trials to those with XKIi alone.
Comparison trials were to have substantially lower priority than trials for
KIMi alone.
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Figure 2. Cumulative Completion of Cells In the Basic Matrix.
(Crew Numbers of Crwe wFirng Each Cell Are Shown.)
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The new problem was that for comparison firing, two tanks and two crews
must be present for every trial. The proposal was that each crew fire four
missinns during a trial, two from each tank, so that a trial would consist
of eight missions rather than four missions as in X1-al=one trials. Each
crew would fire at both ranges and at both stationary and moving targets,
but one crew would fire only from a moving tank, and the other crew would
ftire only from a stationary tank. Each crew would fire only one round type,
but each crow would fire the same combinations of tank/target mode, range,
and round type for both tanks, In a typical trial, the crews could be crew
I and crew 2, say, and execute the following missions during one firingperiod:

Crew 1 Crew 2

XN1, S/S, HEAT, 1500 XMI, M/S, AP S, 2500
XM1, S/M, HEAT, 2500 XM1, M/M, APDS, 1500
M60, S/S, HEAT, 1500 M60, N/S, APOS, 2500
M60, S/N, HEAT, 2500 M60, N/N, APDS, 1500

These trials are actually very similar to those for XN1 alone. In fact, the
pattern for each tank is exactly the pattern for the specific example of a
typical trial for XWl alone above -25OF:

S/SI HEAT, 1500
S/M, HEAT, 2500
MIS, APDS, 2500
M/M, APDS, 1500

(This ongoing similarity should be comforting to the test operator: it
shows that the proposed design presents essentially one obstacle to control
of trials, not many.)

The order of mission conduct within each trial should be randomized as
much as possible within test constraints, but only limited randomization
would probably be possible. In the typical trial, crew 1 might be in the
XMI on a mobility run, and crew 2 would be due to replace crew 1 in the XM1.
It would be sensible for the test operator to have crew 2 fire its missions
in the MOO before the XM1 arrives, then have crew 1 fire Its XMZ missions,
change crews have crew 2 fire its missions (which frees the XN1 for another
mobility run), and finally have crew 1 fire its MOO missions.

Detailed scheduling lists are given in Table 6. As with XMN-alone
trails, they should be conducted top/down If all goes well, and bottom/up if
problems arise. The ordering and its benefits is also similar to XM1I-alone
trials. The obvious problem with these lists, however, is that they require
specific g of crews to be present for each trial, which imposes awkward
scheduling--dTfficulties on the test operator. These difficulties are un-
avoidable since, for Instance, if crew 1 and crew 2 were to fire eight
trials together rather than the planned six, then no crew would be available
as a partner for crew 3 on two trials, For all crews to fire the sme num-
bar of trials when two crews are necessary for each trial, each pair of
crews must fire the sam number of trials together.
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TABLE 6: Prioritized Lists of Trials for Each Pair of Crews,
XM1 versus M60, Above -25OF (Numbering from Table 3)

Crew 1/Crew 2 Crew 1/Crew 2 Crew 1/Crew 2
(XM1: M4O/XM1; M60) (XMi; M6O/XM1; M60) (XM1: M60/XM1: M60)

4, 9; 4, 9/13,20;13,20 2, 7; 2, 7/17,24;17,24 14,19;14,19/ 5,12; 5,12
7,24;17,24/2, 7;2, 7 13,20;13,20/4 9; 4, 1, 8; 1, 8/16,21;16,21

14,19;14,19/ 5,12; 5,12 16,21;16,21/ 1, 8; 1, 8 4, 9; 4, 9/13,20;13,20
1, 8; 1, 8/16,21;16,21* 5,12; 5,12/14,19;14,19 17,24;17,24/ 2, 7; 2, 7

16,22;15,22/ 6,11; 6,11 18,23;18,23/ 3,10; 3,10 3,10; 3,10/18,23;18,23
3.10: 3,10/18,23118.23 6.11; 6.11/15,22,15.22 15,22,15.22/ 6,11: 6.11

*This is the specific example of a typical trial,

F. XM1 Side Tests and Make-up. This portion of the briefing described
how any rounds left over from the main design could be used.

In the unlikely event that the main design could be conducted quickly
without major deviations from the plan, the remaining rounds could be fired
in eight trials, each trial fired by one crew during one firing period and
consisting of seven missions (five round shot groups) from a stationary tank
against stationary targets:

HEP at 1500 meters,
HEP at 2000 meters,
APDS at 1500 meters,
APDS at 2000 meters,
APDS at 2500 meters,
APDS at 3000 meters,
APFSDS at either 2000 meters or 3000 meters but not both.

Trials should be balanced over crews and temperatures as much as possible,
and half of the APFSDS missions should be fired at each of 2000 meter and
3000 meter ranges. Order of missions within each trial should be randomized
as much as test conditions permit,

If conducted, these trials could provide some insight to HEP perform-
ance in the cold and to KE performance at ranges not addressed in the main
design. In the more likely event that during the conduct of the main design
extra rounds were needed for zeroing, diagnostic testing, or re-executing
partially completed trials, this last matrix provides a store of low prior-
ity rounds for use.

111. TECHNICAL ASPECTS OF THE DESIGN. The previous section of this
Paper described the proposed design and its advantages in nontechnical
terms. This section discusses briefly how the design was constructed andsketches its analytic properties.
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The key to the design is its blocking scheme, which is based on P. W.
M. John's three-quarter replicates (1). Ignoring for the moment the two KE
round types, there are four primary factors of interest, each at two levels:

Factor A, tank mode (stationary, moving),
Factor 8, target mode (stationary, moving),
Factor C, range (1500 meters, 2500 meters),
Factor D, round type (HEAT, KE),

For firing of the XM1 alone, at each temperature range, each crew was to
execute the resulting 24 design In blocks (trials) of four missions with
defining contrasts:

(I) I a +AD a +ABC n +BCD,
(0t) 1 a -AD a +ABC a -BCD,

(III) I u +AD a -ABC n -BCD,
(tv) I a -AD a -ABC a +BCD.

With this blocking scheme, all main effects and all 2-factor interactions
(except AD) can be estimated free from blocks and other 2-factor interac-
tions. Moreover, if one of the blocks is missing, the remaining 12-point
design is a saturated fraction with all main effects and 2-factor interac-
tions (except AD) still estimable free from blocks. (After thinking about
tank gunnery, It was felt that AD and BC were likely to be the least Impor-
tant 2-factor interactions).

The problem of two KE round types was solved by letting KE round be one
type in the blocks having +BCD In their defining contrast and the other type
in blocks having -BCD in their defining contrast, and running two more
blocks with only KE rounds. Using the coding from Table 4, this yielded two
possible blocking schemes for conducting the 24-point design in 6 blocks:

Block Scheme 1 Scheme 2

1 2, 7,15,22 2, 7,17,24
2 6,11,13,20 4, 9,13,20
3 1, 8,18,23 1, 8,16,21
4 3,10,14,19 5,12,14,19
5 4, 9,17,24 3,10,18,23
6 5,12,16,20 6,11,15,22

Ignoring KE round type, blocks 1-4 correspond to the defining contrasts
(i)-(iv) in the previous paragraph. An examination of Tables 4 and 5 shows
that Scheme 1 was used to construct the lists for crews 1 and 2 above -256F
and for crew 3 below -250F, while Scheme 2 was used to construct the lists
for crew 3 above -25OF and for crews 1 and 2 below -25 0 F. The introduction
of two KE round types in this manner gives the design an incomplete blocks
aspect: the effect of round type is partially confounded with the BC inter-
action, and additional information about the effect of round type can be
obtained from an interblock analysis. All effects of Interest can still be
estimated with any one block missing or one of the HEAT-versus-KE blocks and
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an appropriikte KE-only block missing. (Since any difference between KE
round types measurable from this experiment was likely to be negligible, the
analysis in practice was likely to proceed as if there were only one KE
round type.)

For XM1-alone trials in either temperature range, the planned trial
order was chosen so that the first four trials for any crew were
KE-versus-HEAT trials and so that the Nth trials on all three crews repre-
sented three of the four different. blocks with the same two round types.
Thus at either temperature range, any three of the first four trials on any
crew constituted a three-quarter replicate if KE round type were ignored,and the Nth trial on all three crews constituted a three-quarter replicateconfounding crew with blocks.

Taking both XM1-alone firing matrices together, the design is a split-
plot design. The subplots are missions (shot groups) treated by tank/target
"mode, range, and round type using a factorial scheme. Even with substantial
data loss, clear inference concerning subplot factors should be possible
since presence of even one three-quarter replicate guarantees estimability
of interesting effects. The main plots are trials (blocks) treated by round
combination, crew, order, temperature range, temperature, and additional
random error. With some luck, inference concerning main plot factors should
be possible. In the unlikely event that the entire XMi-alone design could
be run as planned, quite elaborate analyses would be possible, one of which
is indicated in Table 7. With only moderate data loss, analysis along the
lines of that in Table 7 could probably still be conducted with some suc-
cess. As in all split-plot designs, however, care must be taken with the
error terms.

The designs corresponding to the remaining two test matrices were not
as neatly structured as the design corresponding to the XM1-alone matrices.
The lowest priority XMi firing subtest was essentially a nonstatistical
demonstration subject to cannibalization for rounds. The XM1 versus M60
comparison had lower priority than XM1-alone testing, and by emphasizing the
comparison between tanks, the design lost much of its analytic potential
concerning other effects. For any particular pair of crews and either tank
type, the same blocking scheme used previously was exploited by confounding
crew effect with the ABCD interaction, which confounds (crew)x(tank mode)
and (crew)x(round type) with blocks. Three-quarter replicates were still
preserved, but with lower resolution for A, B, C, and 0 (main effects only).
By crossing tank type with the design in the other factors, however, maximum
information about tank effects was obtained and potential for simple and
easily presented paired-comparison analysis was introduced.
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TABLE 7: Possible Analysis of Variance for Trials Involving XMi Alone,
Assuming All Trials Run Successfully

Source DF Source OF

1. Total Sum of Squares 143
2. Blocks (Whole Plots) 35 3. Treatments (Subplots) 19
2.1 Round Combination 2 3.1 A (Tank Mode) 1
2.2 Crew 2 3.2 B (Target Node) 1
2.3 Order 1 3.3 A x B 1
2.4 Crew x Order 2 3.4 C (Range) 1
2.5 Temperature Range 1 3.5 A x C 1
2.6 Temperature 1 3.6 B x C 1
2.7 (Temperature)' 1 3.7 D (Round Type) 2
2.8 Whole Plot Error 3.8 C x D 2

[2-(2.1÷...÷2.7)3 25 3.9 A x Crew 2
3.10 B x Crew 2
3.11 L x Crew 2
3.12 A x Temperature Range 1
3.13 B x Temperature Range 1
3.14 C x Temperature Range 1

Subplot Error
[1-2-(3.1+...+3.L4)3 89

IV. SUMMARY AND CONCLUSION. The goals for cold regions testing of XM1
firing performance were ambitious, and a large number of rounds were avail-
able for test. I can justify neither a statistically naive nor a statis-
tically pure approach to such testing. By working from basic statistical
principles tempered by a concern for operational constraints, I was able to
devise what I believe was a statistically sound and operationally executable
design for this particular test. By suppressing some statistical niceties
and most technical jargon, I was able to sell the design to the test opera-
tor in the sense that he agreed to attempt it along the proposed lines.
Once this agreement was reached, I was able to ga n control of certain
detailed planning tasks through which I made actual execution of the pro-
posed design more likely. The design proved flexible in that modifications
could be made easily as test planning progressed. In particular concern
with comparison of two KE round types was eventually dropped 1with the
obvious design modification), and an eventual reduction to two crews was
easy to accommodate. Unfortunately, temperatures during the test season
were exceptionally warm, and when a few days of appropriately cold condi-
tions finally arrived, tank malfunctions precluded fTiring performance test-
ing. No rounds were fired for record. Nevertheless, I believe this paper
shows that sophisticated designs for field tests are not only feasible but
also marketable to the testing community if technical scruples are not
allowed to dominate potential bottom-line results.
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LONG-TERM STORAGE O ARMY RATIONS

Edward W. Ross, Jr.

US Army Natick Research and Development Laboratories
Natick, Massachusetts 01760

ABSTRACT. An important part of the Army's efforts to improve the
food available to soldiers is a program of testing the ability of rations
to maintain their acceptability when stored. This paper describes an
experiment now underway on one of the Army combat rations, the Meal,
Ready-To-Eat (MRE). In this paper we are mainly concerned with the
statistical methods used to analyze data of the type obtained in this
experiment in order to estimate the shelf-life of the food involved.

1. INTRODUCTION. This report is about the treatment of data
from a large-scale, long-term storage experiment on a certain type of
Army ration, called the Heal, Ready-To-Eat (MRE). The main purpose of
the test is to find the affect of storage at various temperatures on
the acceptance-of this ration, i.e., how well it is liked by its
consumers. There are a number of interesting questions involved in
gathering and analysing this data as well as interpreting the results
to potential users.

11. THE EXPERIMENT AND THE DATA. The experiment consists of pur-
chasing the rations, testing a sample of each, then storing the remain-
der at four different temperatures, 4, 21, 30 and 3800. After specified
time intervals, more samples are withdrawn from storage and tested,
and the results compared with those obtained earlier. The schedule of
storage times and temperatures is shown in Table I.

The rations consist of twelve menus, each comprising four or five
items. The total number of items is 52, provided the same food in two
different menus is viewed as two different items. When the ration is
LUseod, all the items in it are presented to each of 36 people. Each
person rates each item in the menu on a scale of 1 through 9, where

9 means "like extremely"

5 means "neither like nor dislike"

I means "dislike extremely."

Thus, for each of the 29 combinations of storage duration and tempera-
ture, there are 52 x 36 - 1872 scores to be analysed.

There are a number of easily perceptible difficulties with this
test plant

(a) The amount of data that will eventually be accumulated may
be quite large.
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(b) The pool of test subjects is essentially the work force at
Natick Laboratories, which perhaps differs somewhat in composition
from the consumer population for whom the meal is intended, i.e. the
Armed Forces.

(c) The long duration of the test may cause various kinds of
trouble. E.g., the tastes of the test pool or population may drift,
and there may be changes in the people giving the test and analyzing
the data, caused by death, retirement or job actions.

(d) The fern, of the data is a source of some uncertainty as to
the appropriate method of analysis. Most statistical data is either
continuous or categorical with a few categories (typically 14).
Our data are ordinal and categorical with nine categories, which places
it in an intermediate situation where neither kind of analysis is
wholly satisfactory.

Some of these issues will be discussed in the subsequent sections.

111. ANALYSIS OF DATA. For each food at each combination of
time and temperature the data form a histogram for the frequency of
each integer in the range I through 9, the total count being 36.
From this information we wish to characterize the acceptability of the
rood when stored for various times and temperatures.

There are many ways of characterizing the storage stability of a
food with regard to consumer acceptance. A common ingredient in most
Huch dencriptions is the dofLnition of a critical score, with the
property that the food is pronounced unacceptable if its score falls
below the critical score. Usually the critical score is taken as 5.
Given this, we shall regard as basic the idea of shelf-life, X , 0
at storage temperature H. AH is the time in months required for
Coed sLorad at temperature II to obtain a score of 5. We assume Lhat
the initial score ) 5, for otherwise the food would not be in the
system.

Other parameters which characterize storage stability are, e.g.,
the average score after a fixed storage period (say 12 months). This
is less useful than H but easier to estimate. If more wero known
about the relationship among score, temperature and storage time, it
might be possible to define a single parameter which would predict
all combinations of time and temperature that cause a score of 5 for
u food. The present data may lead to such a description, but we shall
not pursue it further here.

We have already mentioned the fact that neither a categorical
treatment (i.e. via contingency tables) nor a continuous approach
(e.g., linear regression) is wholly satisfactory in analyzing this
data. The categorical treatment does not lead easily to a prodicLion
of shelf life, still less to estimates of its variance. Tht continuous
methods assume a Gaussian distribution of scores, which is not satisfied.
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The scheme we adopt uses both methods in an attempt to avoid the
pitfalls faced by each separately. Moreover, it carries out the
analysis at two levels of intensity on the data for each food and
storage temperature up to the current time. First a coarse computation
is done to determine whether the scores have changed during the time
of the test. It they have not, we record the histogram of scores up
to the current time, calculate the mean and standard deviation of

. 'those scores, but do no computation of shelf life (which is effectively
infinite in this eventuality). If the coarse computation shows signi-
f canot change in scoresp we do two, more elaborate analyses in order
to predict shelf life. We describe both the coarse and elaborate
analyses in tho following peragraphs.

The coarse analysts uses two methods, a contingsncy table analysis
and a linear least squares calculation. The contingency table analysis
is done twice, once with all non-empty columns and then with only 2
columns, usually obtained by pooling scores 1 through 6 and 7 through
9. The tlail probabilities associated with the chi-square test are
recorded for both. Also, the tail probability associated with the
F-test of the hypothesis that the slope is zero is r ecorded from the
regression. if any of these three tail probabilities is small ehough
(usually <,10 or oven <.20), the more elaborate analysis is'done.i
In addi.tion, estimates of the shelf-life and a 90% lower confidence
limit are recorded if the regression slope is non-sero.

The elaborate analyses apply a non-linear least squares (OLLS)
and a multinomial logit method to the data* The non-linear least
squares procedure is based on the model

Xy + C, t < 3

5- )(t- x 3 ) >y x + C, t a x
-2 3

SXT Ix [l,X2,x3]

whore y is the score, t the storage duration and X is the paramoter
vector Citted 1y the loast-squares process. The X-componunts have the
meanings

x initial score

x U shelf life (months)

x3 lag or induction period (months)
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i,
see Figure 1. C is an i.i.d Gaussian (0,S 2  random variable. The
non-linear least-squares program NL2SOL was used to estimate X and
its Hessian, from which confidence limits were obtained.

The multinomial logit method estimates the histogram of scoreS~probabilities

ST(t)()

where 0(t) is the probability of score j at time t . We
assume the logit model

,,,,llii: Oi(t) - xp(-Yj(t))/killxp(-Tk(t))

L' ,

S t/12 ' 4 2 t/12

"0 •51 0j(02J - 10)/20 , 6j 05sjt/ 1 2

and U is the vector of parameters to be fitted,

T
EU UlU2,'"u 6 ]

The estimation of U is done by minimizing the negative logarithm
of tho likelihood of Setting tho observed counts , r (t), j "
which leads to minimising .

R T
F -•.{jjjrj (ti)Yj (ti)+ 361njLIJXP(-Y i(td)) ,

NT is the number of times at which we have data. Having solved for
U, the shelf life is found by solving
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for t. A linearized estimate of the variance in shelf life is also
obtained from related formulas. A special purpose minimizer of Newton
type was written to solve for U and the INSL version of the Brent
algorithm furnished the shelf-life estimate.

These elaborate analyses require considerable computation but
provide a good deal of information about the food. In particular, we
obtain estimates of shelf life end 90% lower confidence limits from
both methods. Also, each method allows us to predict the average score
for any time, and the logit method predicts the complete histogram for
any time. Obviously, prediction too far into the future by either
method is risky.

Both methods require non-linear minimization to solve for their
unknown parameters and can, therefore, encounter a variety of diffi-
culties, e.g., non-convergence, convergance to a local but not global
minimum, singularity of the Hessian, etc. Both minimizers contain
some guards against these perils, and an additional check is furnished
by comparing the resulting shelf-lives, but absolute certainty is
not possible, The two methods need not lead to the same shelf-life
estimates, though we expect them to be reasonably close if both con-
verge well.

Most of the computations were done by means of the INSL sub-
routines for forming and analyzing contingency tables and doing least-
squares. The LINPACK subroutines were used extensively in the minimizer
for the logit method.

IV. INTRPRETATION. An interesting aspect of the present pro-
blem concerns the reporting of results, i.e., how much of what kind
of information should be relayed to the food technologists and thence
to the logistical planners and purchasing agents. It is clear that a
lot of information is produced at each stage by the computations,
some of which is not directly useful to the food technologist.

At the current time, after 12 months of storage, the information
reportod to the technologist is shown in Table 11 and Figure 2. The
first is the more important. It is a table of foods and storage
temperatures whosseontries are the shelf-lives of foods estimated to
have shelf-lives 24 months. Estimates are listed only if they
have some credibility, i.e., in this case a 90% lower confidence limit
which is positive. Foods with shelf lives > 24 months are ;urrently
estimated with poor accuracy since all the data is for ! m 12 months.

Food technologists are occasionally asked about the mean scores
of various foods during the test. Figure 2 gives the mean food cacre
at the most recent time of test, i.e., 12 months, in the form of a
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histogram. Each food is represented by a 3-character plotting symbol,
of which the first bwo characters are the food number, and the third
is either S or D, S if the food score was judged to be stable and D if
deteriorating. For foods labelled S the mean score was calculated
over all times up to the current test, but for D the mean is taken
for the most recent time of test only.

For example, Table 2 shows that food number 21 ham-chicken loaf,
had a shelf-life estimated as 13 months at 380 storage temperature.
In Figure 2 the histogram for 380 shows that food number 02 had a mean
score of 9.1 and was deteriorating at 12 months. I

For the make of ready reference, a simple'table of mean scores
of all foods at the four storage temperatures was also given to the

technologists. However, the histogram is in most respects a more
useful form for this information.

V. EXAMPLE. In FiSures3 thru 9 we show examples of input and
output produced by the programs in the course of analysing the data
for food number 34, fruit mix, after updating with the new scores at
12 months.

Figure 3 shows the input, consisting of ten lines of data. At
this time the data comprises two lines for 40 and 210 (at 0 and 12
months) and three lines for 300 and 380 (at 0, 6 and 12 months).

Figures 4 and 5 present the output from the coarse analysis.
For 40 and 210 only two times are available so the contingency tables
consist of only two rows plus a sum row. The program does a t-test
for a difference in means instead of the linear regression. At 300 and
380 there ore throe times, hence 3 rows in the contingency table, and
the linear regression is done. The last line writes the smaller of
the two tail probabilities from the contingency table and the tail
probability from the t-test or linear regression.

We see that for temperatures 4, 21 and 30 degrees, none of the
tail probabilities were less than .10, the critical value used here.
At 38 degrees, however, both contingency table methods and the linear
least squares analysis gave probabilities < .10, i.e., both methods
agreed that the food scores had changed. For many foods and tempera-
tures the results were not as clear as in this example.

Figures 6-9 show the results of the more elaborate analysis,
done only for the 380 storage came. Figure 6 is the printout from
the NLLS analysis. We see the process converged after 6 iterations
because CONVw4, i.e., the gradient became small, and the solutions were

X, a initial score n 7.19

SX2 a X38 w 20.7 months

X3 = lag or induction period -5.4 months,

the lower 90% confidence limit for the shelf life being 16.5 months.
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The printout atid plot of the data ondi the fitted function show that
at the next withdrawel (18 months) the i'eraje score is predicted to be
about 5.39. This plot shows the upper and lower quartiles of the data
at each storage time as a "U" and "L", respectively. The mean at each
time is plotted as "0", but an "I'" is printed wherever two plotted points
coincide, as the theoretical and data means do here.

The logit results depicted in Figures 8 and 9, Sive information first
about the mlnimisation process, including estimates of the parameters
U1 to U6 and comparisons of the experimental and predicted score counts.
The results of the shelf-life calculation are then stated, followed by
the predicted counts and mean score at the next withdrawal period (18
months). We see that the shelf-life is estimated as 20.3 months, which
agrees qUiLe well with the estimate of the NLLS calculation, The lower
confidence limit, 10.8 months is appreciably lower than the 16.5 months
given by NLLS method. The model predicts at 18 months a mean score 5.42,
not much hiSher than the 5.39 value obtained from NLLS,

The comparison between experimental and theoretical histograms is
shown in Figure 9, where "+" signified (experimental counts) >

(theoretical counts) and "-" the reverse. It is clear that the model
does not reproduce the details of the experimental counts very well in
this cases

Sometimes the difference between the logit and NLLS calculations
was greater then in this example but seldom exceeded 4 months when both
procedures converged, However, there were many cases where only one con-
verged, or both convergedbut one or both had poorly conditioned Hessian
matrices. Generally, the agreement was good when both shelf-life estimates
were - 20 months, but became poorer as the estimates increased,

VI, CONCLUSIONS. The results up through the present time, 12
months of storage, ohow that only two of the 52 foods have failed. These
are frankfurters (#6) and brownies (#13). Neither result is certain.
Frankfurters had scores averaging < 5 on the initial test and have
scored > 5 on subsequent tests. This suggests that the initial lot may
have been uncharacteristically bad, but it also calls for closer scrutiny
of that product. Brownies occur in two menus, as foods number 13 and 14.
As #13, it had a shelf-life of only 11 months at 380, but as #14 it
showed no change at all! This suggests that there may be an interaction
between this food and some of the other foods in these menus, but this
too requires detailed study.

The methods used in this statistical treatment are apparently
adequate though not the only ones possible. E.g., a different approach,
via reliability procedures, is possible, and the methods based on
information theory (see Kullback [lQ) are also available# The pro-
cedures used here were chosen because Lbey could be carried out with
available computer programs and had substantially different viewpoints
toward the data.

315



Again, the reporting tools used in Section IV appear to be
satisfactory to the food technologists and are not too time-consuming
to execute.

Clearly, the results will change with the passage of time and
some changes in method may become necessary. It is hoped that the
predictive capabilities of these methods will enable the food tech-
nologists to avoid unnecessary testing, but this remains to be teen.

1. Kullback, S., Information Theory and Statistics, Gloucester, MA

Peter Smith (1978).
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FOODNAME T H N

FRUIT MIX 0 4 34 78967744697699S78973768"776673797267
FRUIT MIX 12 4 34 6876s8467S78679787967647787765773778
FRUIT MIX 0 21 34 789677446976998789787868776678797867
FRUIT MIX 12 21 34 764868538848274877698768868978667777
FRUIT MIX 0 30 34 789677446976998789787868776678797267
FRUIT MIX 6 30 34 7989768687885278S688677886785S448378
FRUIT MIX 12 30 34 874848798786977786837777765286S67776
FRUIT MIX 0 38 34 789677446976998789787868776678797867
FRUIT MIX 6 38 34 587587867478788478858788878787877788
FRUIT MIX 12 38 34 487447766637778888865434477787486958

T - STORAGE TIME, MONTHS
H - STORAGE TEMP.,DEG C
N a FOOD ITEM NUMBER

Figure 3

Best Available Copy
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FOOD NO. 34 FRUIT MIX AT TEMP 4 DEC C
COnTINWE NCY TUSLES: 04150, S.295 DF. G. P%ýO3 .S172J

3 4 5 6 7 9
.06 2.0 .04 7.00 13.04 3.00 6.0 N .GN

1.04 2.00 2.0" 7.00 1S.00 '7.b 2a 3CtQ
10 4.42.00 14.fl 2s.W" Is.$* Z.Q4 72. %

.5 .41."4 .004 .0 .034

.4 .41."4 .00 .07 .6) t BS 2.Cil
1.0 .42.09 .0,9 .14 .01 2.00 .-21

G!T I GPO1CV TAdLES3 04150' .6$S* Lt- I1. P'R$S .4 3SC

LIN. MCRN. AT TIME 12 MOrIY(6 UJSIPW. 2 T1IFz--S
FROM 7115! DIFF OF MEMS* .4722 TAIL P;ZO3* .K124
TAIL-fISt IVFRO CT .4X67 F ROM TTE STI .1S-

7000 NO. 34 FRUIT MIX AT T97Y 2t LCEG C
CiWTINXNCY TMOLES: 04154' £.i4¶ DF 7.p~

2 3 4 5 £ 7 8
.0 42.00 .00 7.00 !2.W 8.61, S.0 :- .

1."0 1."0 3.0ft 1."0 7.04 10.64 11.6* 2.-8C, JS.C0
1.00 1.04 5."0 1.f 14."0 21.6N 19.4$4 8.0$ 72.0$.

.4 .0 .10 .50 .OP .2 .24 1. 2.0)
So0 So .10 SO .cs .20 .241A 3.K

1.80 1.$0 ZO~ 1.0$ V8 .32 .47 2. C* &

LIN. KW. AT TI&E 12 USVT5,1541 2 TEE -ZS
TTC ST tS F7-MCF a IEef* .57 -L <i2

Best Available Copy



FOOO NO. 3-4 FRUIT MIX AT T-ER 30 DEC C
COW --)PECVY TASLES, C)41S0* 12.54-IS D- 14. PRO1- SG'

2 3 4 5 6 7 2 9
.~.42.4 .os ?.0 123."4 3.0 6.00 1ý§

I .42.0 2.04 G._ 14.04 2-M 2.4 2

1.04 1.04 .00 2.90 .M 1.77 L 09 3.Z20 12.W.

LIM. RER AT TIME 12 PWOKTS US lW 3 TIMES
P"-.11 Plg CT VOW E~t- . 9 ICS1D SO- 1.4~94

E" 5AA ST.E*A .6291S, NIPTP 7.148,ST.EO* .2Z7
i JL-L1Ff- . 4e+4#2,gf LOW COI(-LIM. .2`Z3+C-_

T -f*-M#: F" CT 5S"S FRO TTEFSI .1176

FOOD NO. 34 FRUIT MIX AT TE(R 9DEG C
COKT1NM1Y TMILESi CHISO* 29.23044 OF- 12. PMtO* W;7

3 4 6 7 3 9
.42.04 .0 7.04 13.00 3.04 6.0 " 6
.42.04 3.N4 1."4 13.04 17.0 W0 !6.0

I."4 7.04 2.04 S.04 16.f 1."4 1. 04 36. a
2.0 "11.04 S.O 13.0" 36.0 34.00 ?.t404W.04

.67 .76 1.67 1.64 .6 .26 5.76 11.5W

.97 .76 1.07 236 .04 2.93 2.33 10.31
2.6, 3.43 V0 .16 .33 .48 .7-v 7.44.
4.04 4.54 2.20 4.31 SO 4.n29 . 26 a1.

C0NTIMIGECY TAKESS 3 cmI04 7.14W7 DV' P. Pf=
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SLJOK *- -T 4 ST. E.t W49 RIKT. 7 V4,STXW-* .2213
FWD SJCIJ-A1t. 2963.-,W26 COU COW~c-til~l Z.,e~2s
TAIL-fO0S, FOW. CT .00L25 Fi TTIsT mi1
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f*lu NON-LINEAR LEAST SQUARES RESULTS, USING NL2SOL Itit

FOOD KO. 34 FRUIT MIX AT TEMP 38 DEG C
NON-LIN. REGR., TIME 12 MONTHS, TIME-STEPS- 3

CONUm 4 ITHST 6 S USE- I F- .1020+03 MAXCOS- .1623-05
EST. STD DEUNo .1394+01 RECIP COND OF HESSIAN- .1023-02

SOLN GRAD SD OF X T-VAL. PROB
1 .71944+01 .1549-03 .1667+00 .4317+02 .eeeo
2 .20710+02 -. 5393-05 .3289+01 .6297+01 .7190-08
3 54194+91 .2231-04 .1 720+01 .3152+01 .2117-02

PRD. SHELF-LIFE- 20.71, 90% LOU CONFLIM- 16.50

PRED SCORES, MO.,SCORE: 18. 5.39

Figure 6
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ASSURING QUALITY THROUGH
BALLISTIC TESTING

Michael P. McMiller
Product Assurance Directorate
US Army Aviation Research and

Development Command

St. Louis, HO

ABSTRACT, The V test is a t .ndard test used to measure the ballistic toler-
ance of armor mailrial. This test is based on the assumption that the armor
material lot is homogeneous. This paper poses the question: "If the lot of

i: armor to be tested im not homogeneous is the V5O test still appropriate?" Alseo,

how should the Operating Characteristics (OC) Curve be determined given the
constraints detailed later in this paper?

I. INTRODUCTION.

In late March 1981, parsonnel from the Army Aviation Research and Development
Command (AVRADCOM) witnessed a ballistic tolerance test. This test was the cul-
mination of an effort to substitute test coupons in lieu of helicopter pilot and
copilot crew seats. These seats are required to be ballistically tolerant to a
7.62 mm projectile at 2700 feat per second (fps), Because of the high cost of
shooting the seats for production acceptance, a coupon test using representative
materials was developed. The test demonstrated that the coupon failed to provide
the required ballistic tolerance.

The test results were contradictory to all of the ballistic experience accu-
mulated up to that time and an investigation into the reason for failure was
undertaken. The seat and coupons consisted of a boron-carbide ceramic plate
bonded to a Kevlar frame. The first step was to determine whether the Kevlar or
the ceramic was at fault. Since there is no mechanical property or combination
of properties which can accurately predict ballistic tolerance, coupons must be
subjected to actual weapons fire to determine the ballistic tolerance.

11. THE Vsn TEST.

In order to measure the ballistic protection afforded by an armor material,
a V5 0 test is performed. VS, is defined as that projectile velocity which
results in complete penetration 50% of the time and partial penetration 50% of
the time. The definitions of complete and partial penetration depend on the
ballistic protection criteria being used. During the testing the Protection
Ballistic Limit (PBL) criterion was used. Using this criterion, a complete
penetration occurs whenever a fragment or fragments are ejected from the back. of
the armor with sufficient remaining energy to pierce a "witness plate", The
"witness plate" is a thin sheet of aluminum alloy placed 6 inches behind and
parallel to the armor plate. If light can be seen through punctures in the
witness plate, the penetration is complete. If not, the penetration is partial.
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Tho V definition results from the fact that a bullet velocity sufficent to
penetrate one coupon may result in only a partial penetration in another coupon.
The relationship between projectile velocity and the ballistic tolerance
sati•fira the mathematical conditions of a probability distribution. For low
projuctile velocities the probability of a complete penetration approaches zero,
for high velocities the probability of a complete penetration approaches one.
Between those extremes of velocity the probability increases with increasing
velocity. When that general model describes the physical events, probability of
penetration can be treated as a probability distribution and is usually described
as a Gaussian or normal distribution.

The procedure to experimentally determine V50 is am follows: The first round
shall be loaded with an amount of propellant calculated to give the projectile a
velocity of 2750 (fps) for the specified ballistic limit of 2700 (fps). Each
succeeding round shall be loaded with an amount of propellant calculated to
produce a velocity change of 25 to 50 fps. The criteria to determine whether an
increase or decrease of velocity is required is'as followsi

a. If the preceeding velocity resulted in a partial penetration, the
charge will be increased to produce a velocity increase,

b. If the proceeding velocity resulted in a complete penetration, the
charge will be decreased to produce a velocity decrease.

c. A minimum of six shots will be required to determine each V50 . The
V50 is equal to the average of six impact velocities comprising the three lowest
velocities resulting in complete penetration and the three highest velocities
resulting in partial penetration. Additional shots are permitted if' after six
impacts throe complete penetrations and three partial penetrations have not been

* achieved.

III. PROML,& WITH THE Vin TEST.

Table I Pummarizeu tho evidence which suggests that the assumption of
homogeneity may not bea rorrect.

TABLE I

TEST 1 TEST 2

2742 Partial 2740 Partial
2776 Partial 2779 Complete
2792 Partial 2755 Complete
2849 Complete 2741 Complete
2822 Complete 2702 Complete
2804 Complete 2687 Complete
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]koth tests were drawn from a single lot of ceramic and KQvlar. Thus th. two
tests should have yielded near identical V5 0 values. However, they uhowud
significantly different ballistic tolerance levels. The test apparatus was
checked and rechecked to make certain that the fault did not lie with the test
equipment. No fault with the equipment could be found.

Throughout the testing similar incidents occurred, incidents which suggested
that there may be some defective panels either in a single lot of Kevlar or a
single lot of ceramic. Put another way, the testing suggested that a single lot
of Kevlar or ceramic was not homogenous. There could be panels in a lot which
have extremely poor ballistic tolerance, much lower than had been evident
previous to the March test.

It is interesting to nots that the nature of informatiou that a complete
penetration provides is not the same as that provided by a strength test where
the stress at rupture is of concern. In the strength test a defective specimen
is noticeable by its unusually low rupture stress. The stress at rupture can
be plotted and those specimens with very low rupture strength cin be grouped
and investigated further or eliminated from the data base. However, a velocity
of a complete penetration does not provide the same type of data. A complete
penetration at a specified velocity only shows that the coupon will not stop a
bullet at that velocity. It does not provide any information on the bullet
velocity the coupon will stop. Thus, it is necessary to take like coupons and
continue to shoot until the bullet is stopped. Like coupons are assumed to be
coupons made from a single lot of Kevlar and a single lot of ceramic.

b If there are some defects within a lot of Kevlar or ceramic as suggested

by the investigation then the question is, "Is the V5 0 test still a reasonable
test to use during production acceptance testing?".

IV. TLH.E OFRATING CHARACTERISTICS (OC) CURVE.

It became obvious during the course of the investigation that an OC Curve :
had to be developed for this armor material. But again, the fact that there
may be defects in a lot will affect the data for the OC Curve. To complicate
matters the lots of each material are of limited size. A lot of Kavlar will
make only 12 test coupons while a lot of Boron-Carbide will make 28. How then
should the test be designed to determine the OC Curve that will screen out the
effect of the defectives?

V. CONCLUSION.

This author poses the following two questions to the 27th Conference on the
Design of Experiments in Army research:

a. Given that a lot of coupons may contain some defectives is a V5 0
test appropriate for production acceptance?

b. How can a test be designed to determine the OC Curve that minimizes
the presence of defects?
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COMPARING SEVERAL GROUPS IN A 7WO-WAY
LAYOUT SETrING

DOUGLAS A. WOLFE

Department of Statistics
The Ohio State University

Columbus, Ohio 43210

ABSTRACT. Consider the problem of evaluating the relative merits of

several drugs that hold promise for treating a certain disease, (Of

ourse, one or more of these drugs could be placebos or cuxcently standard

controls.) Suppose that these drugs are administered to a set of patients

similarly affected by the (disease of interest, and that the effects of the

drugs are evaluated by rezrding repeated observations on the patients

over a fixed period of time. Within this framework there are many questions

of interest. For example, do the pýtient groups react to the several

drugs in a similar fashion over time(? If the drugs' effects do differ,

which of the drugs achieve the greatest degree of oontr-ol over the disease?

Which of the drugs reach their peak effectiveness most rapidly? The

purpose of this talk is not to discuss the relative merits of how to rank

for such to-way layout problems (i.e., within-blocks versus between-

blocks ranking.s), but to instead consider the more basic question of what

to rank to best answer the questions of interest. Several rank-like

approaches to somn of the mentioned problems are discussed.
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1. INTRODUCTION. Since the pioneering work of Friedman (1937),

Kendall and Babington-Smith (1939), and Kruskal and Wallis (1952) there

has been a steady flow of research activity in the area of nonparametric

procedures for the one- and to-way layout settings. However, there has

been very little progress in the development of satisfactory nonparametric

at procedures for analyzing data involving three or more factors. In thgs

paper we discuss a direction for future research that could help alleviate

uat least one of the impenidments to such pogresse Our approach hinges on

the fact that the intuitive criterta utilized by nonparametric researchers

differ between the one- and two-way layout settings, and that this should

suggest sn even different set of criteria is necessary for three or more

factor experiments. We begin by considering the most common concerns

put forth in the development of nonparamntrio procedures for the one- and

two-way layout settings.

2. ONE-WAY UAYOUI. Let Xii m and be k

independent random samples from continuous distributions with distribution

functions F (x) 2 F(X-Tj), J-nl,..,,k, where F(.) is unspecified. Mbst of

the interest for this setting has been with developing effective hypothesis

testo of HO: [Erl...@Tk], where the word effective has generally been

related to power oonsiderations for such tests.

What has been the primary motivation behind the different approaches

to providing "effective" tests for these one-way layout data? It has

certainly not been an inclination to use different ways to "nonparameterize"

the information in the k samples. I think that it is safe to say that

virtually every nonparametric one-way layout test has as its first step
the replacement of the original observations by their combined namples

ranks from least to greatest. That is, there is no distinction between
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competing procedures on the basis of what ranking scheme is used in

extracting the "nonparamietric" information from the data--they all use

combined samples ranks of the original observations.

What then distinguishes between the procedures? Of prmary importanoe j

has been the desire to design a test that would be especially powerful

against either (U) a particular parametric model or (ii) a general class

of alternative hypotheses of interest. Thus, for example, the paramatric

motivation in (i) led researchers to develop such criteria as locally

lmost powerful or asymptotically most powerful rank tests as discussed,

for instance, in Randles and Wolfe (1979). Examples of such tests are

the one-way layout normal scores procedures.

tnterest in the class of alternatives approach in (ii) has resulted

in, among others, the test procedures proposed by: Kruskal and Wallis

(1952) for general altern•tives of the form H1: ET OT, for at least one

i#1J] Jonckheere (1954) and Terpstra (1952) for ordered alternatives of

the form 1 : 1" ET1- '<ý-k' with at least one strict inequality]; and, met

recently, Mack and Wolfe (1981) for umbrella (quadratic) alternatives

of the form H1i CT1ý.. * • Z_1 I TZ >* Tt+l .-" .Tk, with at least one strict

inequality], where Z$ the peak of the umbrella, is either known or

unknown. Other applications of criterion (ii) have been carried out for

the k-sample slippage problem and in treatments versus control settings.

For the latter model, attention has also been given in Costello and Wolfe

(1980) to collecting the treatments observations in a partially sequential

manner.

3. TWO-WAY LAYOUI, In complicating the model by adding a second

factor of interest, the two-way layout also introduces another area of

variability in the proposed approaches to related problems. Both criteria
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that were important in differentiating between one-way layout procedures

remain important here as well. Thus, for example, we have the general

alternatives procedure due to Friedman (1937) and Kendall and Babington-Smith

(1939), as well as the ordered alternatives approach suggested by Page

(1963), all of these dealing with the situation where there is one

(no missing data) and only one (no replications) observation collected

for each combination of the two factors. General alternatives procedures

for the case of zero or one observation for each factor combination have

been proposed by Durbin (1951) when we have a balanced imcomplete block

design and by Skillings and Mack (1981) for a more general case of

arbitrarily missing data.. For replications within the factor combinations,

general alternatives procedures have been considered by Mack and Skillings

(1980) and Mack (1981), while a similar procedure for ordered alternatives

was studied by Skillings and Wolfe (1977, 1978) and Skillings (1980).

However, discussion over the appropriate procedure to use in a

two-way layout setting has not been limited to the factors of (i) parametric

model or (ii) alternatives of interest, as has been the case in the one-way

layout. For two-way layout data, we also see considerable discussion on

a very basic third factor, namely, (iii) how to rank the collected

observations. To briefly describe this discussion, let Xij, i-..... ,n

and j-l, ... ,k, be mutually independent, continuous random variables with

Xij having distribution function Fij(x) = F(x-Tj-0i), Where F(.) is

unspecified. Thus the T's represent the effects of the various levels

of one of the factors and the 0's represent the effects of the various

levels of the second factor. (Note that an additive model is usually

assumed. The problem of interaction has been particularly thorny in

nonparametric statistics.) In discussing tests of H0 : ITl-...-tkJ against
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a particular alternative of interest in this two-way layout setting we

aze also faned with the problem of how to rank the data: Do we rank

obserations only within levels of the second factor (i.e., rank

SXil... k separately for each i=l,...,n) or is there some (appmopriate)

way that we can effectively rank all kn of the i values together, as

is done in the one-way layout setting? If this joint ranking can be
"•legitiately (without comparing apples and oranges) accomplished without

undue complication. it shoul•d produce reasonable ompetitor"s to those

based on ranking only within the levels of the second factor.

All of the two-way liyout procedures previously mentioned in this

paper utilize the within-levels ranking scheme. Hodges and Lehnmnn (1962)

were pioneers in the area of jointly rankting all of the observations when

they suggested using aligned ranks in constru.cting appr-priatt conditional

test procedures. Doksum (1967) and Hollander (1967) coiisidered other ways

to use between block information and still obtain at led.t asymptotically

distribution-free tests. Mehra and Sa-angi (1967) studied the power

properties of some of the within-levels ranking vy.vedursws relative to

those based on joint ranking schemes. The verdict on hcw vL-n r•ank is not

unaninous.

4. SEVERAL TWO-WAY LAYOUT GROUPS. This brings us to the actual

title of the talk, namely, comparing several groups .- a two-way layout

setting. For J=l,...,k and i-l,...,nj, let (Xijl,... X ijm) be mutually

independent, continuous random veacors such that, for each fixed

je{l,...,k}, the nj vectors ( jl, X ljm) ... ,(Xnjl,. .. ,jjm) are

identically distributed with joint distribution function Fj (xi,... ,xm)

and median vector (l"'" 'jm)

In this section we consider general distribution-free approaches

to constructing hypothesis tests about the *r vectors. First, however, it
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might be helpful to discuss the applied setting that led to our interest

in such problems. Consider k different drugs that are potentially

useful for treating a certain illness. (One or more of the drugs could

certainly be control-standards or oontrol-placebos.) These drugs are

adamnistered to patients with the prescribed illness and the effects of

the drugs are recorded over a specified period of time. That is, each

administration of one of the drugs to a patient results in repeated

(dependent) measurements on the same subject over time. We are, of course,

interested in potential treatment effect differences among the k drugs

ovor the involved time period.

To set this problem in our stated model, we take Xi to be the

mewasuremnt at the sth time point for the ith subject being treated with

the jth drug. We thus have n1 patients taking the jth drug, J-l, ... ,k,

and being evaluated at m distinct time points, and our interest is in

making inferences about the relative treatment-time effects of the k drugs.

Similar problems in the context of testing for agreement between

two s-ups of judges have been considered by Schucany and Frawley (1973),

Li and Schucany (1975), Schucany and Beckett (1976), and Hollander and

Sethurann (1978). The Schucany-Frawley-Li test is based on the average

value of an appropriate series of Spearman correlations' between rankings

from one group of judges and rankings from the other group of judges.

However, Hollander and Sethuraman suggested some possible problems in

the consistency class and designated null hypothesis for the Schucany-

Frawley-Li procedure, and they proposed a solution based on a conditionally

distribution-free permutation test utilizing the Mahalanobis D statistic.

Regardless of the relative merits of these competing procedures

for the problem of two groups of judges, it is not obvious how either of
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them would be naturally extended to either the more general problems

posed by competing drug studies or, even in the context of their problem,

to more than two groups of judges. Foor these reasons we approach the

drug evaluation problems from a different viewpoint in this paper.

We have previously noted that power considerations against certain

classes of alternatives have been the primaxy motivations behind the

development of most distribution-free ore-way layout test procedures;

that is, how to extract the important information from the agreed-upon

ranking nwthod has been paramount. To this criterion is added the problem

of how to rank the collected data in a more complicated two-way layout

setting. When we extend this one step more to the consideration of several

groups in a two-way layout setting, we suggest that a third criterion,

namely that of what to rank, should be given at least as much (and

probably most) attention in developing appropriate test procedures.

Thus instead of automatically preswming that our tests should be based

on some function of some method for ranking the sample observations

themselves, perhaps it would be beneficial to at least consider if there

are other quantities that could be effectively ranked to address our questions.

Such rank-like (i.e., ranking of quantities other than the collected data

values) techniques have been proposed by Fligner and Killeen (1976),

Fligner, Hogg and Killeen (1976), Brofitt, Randles and Hogg (1976), and

Smith and Wolfe (1977), and are discussed in Randles and Wolfe (1979).

Similar ideas have also been utilized by Koch (1972) in dealing with the

use of nonparamtric methods in a two-period change-over design.

INow, returning to our problem of evaluating several drug treatment

groups in a two-way layout setting, we demonstrate this idea of the

• importance of what to rank through a series of examples dealing with

"different alternatives of interest.
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Example 4.1. Suppose we wish to know which of the drugs under

consideration achieves the greatest peak effectiveness. This could

correspond to either highest or lowest measurement values, depending on

Sthe native of the data being collected. For purposes of this paper, we

will take large values to 'man good effectiveness of a drug. Letting

Xt= maximum (Xijs), for i-l,...,n and j-l,....,k, represent the maximum

measurveTt vaýue achieved by the ith subject on the jth treatment drug,

we see that the null hypothesis of interest here could be taken to be
H8: [O'.0 .=8, where e* represents the median of the distribution

of X* for n Note that e8 is analogous to MaX .i
l<s<m is

Appropriate procedures for testing H*: e*M.. can bi Sased on the

ejoat rkings of the En. X•:• values. What pa.•.cula methd Of

evaluating this ,ranking infonration should be used will still depend

on the altexwnative to Ho that is of interest. For example, if the

treatment drugs are such that H"': Ee*<... <01 with at least one strict

inequality] is appropriate, then we could apply the Jonckheere (1954)
procedure to the Xij s, while for general alternatives the Kruskal-Wallis

(1952) would be preferred. The main point is that such procedures would

be applied to the Xil's, not the original data.

Example 4.2. In this example we would like to evaluate which of

the drugs is quickest to achieve its peak effectiveness. Thus, letting

r maximum T s and taking tj to be the time point for which

ljt j C"•p we are here interested in testing H0 : Etl=0...=tk against

guieral or ordered alternatives, for example. To construct a distribution-

free test for this setting, we can again use the rank-like idea. Let

be as defined in Example 4.1 and consider the sample time points
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}I
where the various drugs reach their Seamtest effects (as measured by

the Xi values) on the patients to which they were given. Setting

N [number of patients given the jth drug that achieved their

maxim measurement value at the sth tinme point,

for j l,.1 , k and sl,... ,m, we could then test H0: Etlm ., ,tk3 against

either gaeeral or ordered alternatives by applying an appropriate procedure

for testing equality of multinomials to the k sets of counts (N,11 1.4,,4),0

for j-1,..,,k. (Note tbat statistics other than the ma n (X )Is" • ~l<s~m -
could be used to indicate when the peakc effectiveness 3f a drug is

reached. For example, the peak-piaker eqployed by Xack and Wolfe (1981)

could be ueed effectively here as well.)

'1 xeMp2e 4.3. Consider the problem discussed in Exma2.e 4.2 b~t
with the. further assumption that we )cow the magnitude of the peakc

effectiveness is the same for the k drugs. Th s, in this examle we

want to test H0 Et [t, ... =tk] under the additional information that

41N ... "•k' n such a situation we are able to describe an exact distribution-

free r4u2-llke test that is a competitor to the approximate multinamial

test discussed in Example 4.2. lot Oij represent the slope of the line

connecting Xil 1 and X0j = = Xijs, for ial,...nj and jzl,...,k.

(That is, uij a - where Tij is the time point coresponding to

X * and T0 is the time point for the initial measurement.) An appropriate

(depending on alternatives of interest) nonparas-tric distrtibution-free

one-way analysis of variance procedure could then be applied to the k

sets of estimated slopes. Such a test would be exactly distribution-free

under the hypothes.& of no difference in tire effectiveness for the

k drugs aad would be especially powerful at detecting differences in the

peak time points t l,.. ,tk.i ++I3.1



Actually the rank-like technique discussed in Example 4.3 could bc

useful even if we do not know that all the drugs have a comvrcn peak

effectiveness. However, we would then have to be willing to accept both

M, iearly peaking and larger, but slower-achieved peaks, as indicative of an

effective drug, since either of these occurrences in the data would lead

to large estimated slope values.

TExample 4.4. As a final example consider the problem of evaluating

whether the overall tima-collected reactions of patients are similar for

the k drugs in the study. (The settings discussed in Examnples 4.1, 14.2,

and 4.3 address partioular aspects of this problem.) To use a rank-like

procedure for this general question, we n=uat first settle on a within-

subjects statistic that in representative of our interest in the time-collected

data. For example, we might wish to assume a straight line reiression

relationship between the maasurements being collected and the times at

which the data are obtained. If so, then a statistic such as an estimator

for the slope of the regression line would be a logical candidate for

comparisons between the k drug groups. That is, we wuld obtain estimates,

of the slopes associated wish each of the E nj individuals in the
study. (What method of estimation (e.g., least squares, median of all

sample slopes, as discussed in Section 9.3 of Hollander and Wolfe (1973),

etc.) is used to obtain th l values is not important for naintaining

the distribution-free property of the process. It is only necessary that

the same mrthod be used for all the individuals. Of course, the choice of

estimation criterion could indeed have an effect on the power properties

of the resulting distribution-free test.) After obtaining these individual

slope estimators, we would then proceed as in Example 4 .3 by applying
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an appropriate (depending on alternatives of interest) nonparametrio

distribution-free one-way analysis of variance procedure to the k groups

of condensed data. A
If a regression model mwre complex than a straight line is necessary

to relate the sample observations and the tim points at which the data

are collected, a similar approach can be used to develop an appropriate

distribution-free test, All that is required is scom summay umasure to
represent this regression model for each of th individual subjects.

So long as the same statistic is computed for each of the individuals,

the resulting analysis of variance teast will be nonparam-trio distribution-

free for the null hypothesis of no difference in regression time effects

for the k drugs. This, will remain the case no matter how complex we

make either the regression model or the swnmwxy statistic. (Similar

approaches could also be taken even if there were multiple or missing

observations for each individual at some time points.)

S. DISCUSSION. The primary intent of this paper has not been to

propose and study a new test for a given problem, but rather to re-emphasize

the flexibility that is available in constructing nonparametric distribution-

free tests of hypotheses. Keeping in mind the well-established advantages

of tailoring tests to alternatives of interests and the potential gains

from consideration of different mthods of ranking the actual collected data,

we have suggested that an even nmre basic question of what to rank can

play an important role in more complicated problems such as comparing

several groups in a two-way layout setting. The use of such rank-like

(i.e., ranking something other than the original data points) would also

seem to have both appeal and merit for other problems, such as with

"multivariate data, where the usual nonparametric approaches have proven to

be less than totally effective.
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A MATHEMATICAL BASIS FOR TRACKING
MANEUVERING AIRCRAFT WITH DOPPLER RADAR

Donald W. Rankin
Army Materiel Test and Evaluation Directorate

US Army White Sands Missile Range
White Sands Missile Range, NM 88002

ABSTRACT. Continuous Wave Doppler Acquisition Radars have several distinct
"1"vanvag es when employed against aircraft. Among them are (1) illumination of
the target with great power and (2) elimination of unwanted returns from sta-
tionary objects, achieved by means of a suitable band-stop filter.

However, information arrives as azimuth and radial velocity, a form
unsuited to coordinate transformation. First, range must be computed, Essen-
tially, this is a problem in numerical integration.

Traditionally, trackini algorithms simplify this int4gration problem hy
assuming that the acceleration and velocity vectors are collinear, The
assumption holds quite well in the case of ballistic missiles (computinq in anil inertial coordinate syste), but for maneuvering aircraft is mantfetly

erroneous,

SThis paper reexamines the equations of motion of maneuvering aircraft with
a view toward finding assumptions upon which to base a mathematical model for
an efficient tracking algorithm,

An algorithm is developed based upon the assumption of constant aircraft
turn rate. Preliminary resulis against synthesized targets are most satis-
factory.

1. INTRODUCTION

Ouring a recent test, the author was assigned to evaluate the software
associates with the range tracking algorithm of a particular continuous wave
(Doppler) acquisition radar, which was exhibiting unexplained anomalies, In
the course of the investigation, it became Increasingly apparent that the
subject of tracking algorithms is not well-documented and that sound, basic
reference material is not always readily available to the composer.

The evaluation led to the identification of a single critical target per-
formance paraeter hitherto apparentlyunnoticed, upon which a mathematical
development properly could be based. Wen this critical parameter Is assumed
to be constant, the ensuing develoment provides a rational basis for select-
ing an efficient mathematical modelwhich has demonstrated excellent trackinq
performance during computer simulations.
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In view of all this, it was decided to include a discussion of certain
fundamental principles. It is hoped that some use may be found by others when
composing or evaluating tracking algorithms.

a. REMARKS CONCERNING DATA HANDLING

Let us define two terms for which we shall find frequent use:

(1) Track file data -- left-over data, processed or not, still available
in the computer

(2) Raw data i- incoming data, not yet processed

Now, If we place great confidence in the accuracy of the raw data, we
simply use it for what ever purpose we wish and pay little attention to the
track file data. Unfortunately, this Is rarely the case. Usually, the raw
data is contaminated by noise and possibly other errors.

In the latter event, the only criterion for evaluating the raw data lies
within the track file data. Two methods commonly are use -- often combined:

(1) The "window." From considering performance characteristics of the

target being riac Ie, it may be possible to say that the raw data cannot vary
from the track file data by more than a specified amount, say w. If it does,
It is presumed to come from a different source.

(2) The "filter." It Is assumed that some value which lies between the
raw data and the track file data is a better estimate than either of them
alone. As an example, let us suppose the track file contains computed radial
veloc ty and acceleration, R and . Some At seconds later, raw radial veloc-ity, Rmq arrives. On the basis of track file information alone, we could have
predicted a value for radial velocity at this time:

Now, if

Am - ApI > w

It is said that Am falls outsidg the window and therefore is not associated
with this track. If, however, Rm falls within the window, a filtered (or
smoothed or updated) value of the radial velocity is computed by

A kAm + (1 -k)A p

I,3
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An exactly equivalent expression is

A AO+ k(Am Ap) (1)

Note that in order to insure that the new value of A lies between Am and Ip,
it is necessary that 0 < k < 1. (It should be noted in passing that some
"command and control systems may employ a value of k > 1. But in every
instance of this, the filter is being used for some purpose other than smooth.
Ing.)

b, MISSILE OR AIRCRAFT? THE PROPER USE OF ACCELERATION

Probably there exists no such thing as a satisfactory universal tracking
al orithm. It seems self-evident that a procedure which accurately tracks
ballistic missiles might be worthless against helicopters. Each algorithm
must be tailored to a specific purpose. Ignoring those problem areas whoseprobability of occurrence must be quite small,

One Indispensable step is to define areas and to simplify procedures by
making certain arbitrary a priori assumptions, based upon knowledge of per-
formance. Thus, an algorithm to track helicopters might well assume that no
velocities will be encountered in excess of 100 m/sec. Such an assumption ina missile tracker, however, would be a serious error.

Suppose we wish to compose an algorithm for tracking ballistic missiles.
Assuming acquisition outside the atmosphere after thrusi is spent, accelera-
tion will be zero (except for gravity, the effect of which can be removed by
computing in a suitable moving coordinate system). That is, velocity will be
virtually constant and the acquisition aritnhmetic becomes quite easy. At
atmospheric re-entry we assume that drag produces a negative acceleration
which changes very slowly and is directed along the longitudinal axis of the
missile (i.e., parallel to the, velocity vector). Acceleration is obtained by
differencing; hence, the value is "old ," but easily can be updated. This
updated value Is used to predict velocity (and, in turn, position). This
results in a very simple and satisfactory algorithm which should produce
accurate results.

Passing to the problem of tracking aircraft, it can be shown that the
foregoing missile-tracking algorithm is unsuitable. Let us examine the
assumptiono. First, the assumption of zero acceleration limits acquisition to
aircraft in virtually straight, unaccelerated flight. For acquisition, the
assumption of constant acceleration is far less restrictive and therefore
preferable.

Second, to assume that the acceleration and velocity vectors are parallel
Is completely untenable. The aircraft maneuver most likely to occur, which
produces measurable acceleration, is the simple turn, In a turn of constant
angular rate (which all pilots try hard to achieve), the aircraft flies in a
circle with the acceleration vector directed towards its center. Thus, the
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acceleration and velocity vectors are directed 90 degrees apart and are said
to be out of phase. A knowledge of one is of little use in predicting the
other. We are not left helpless in this situation, however.

Before proceeding further, let us pause to coin a new word and to define
it. Let the time derivative of the acceleration be called the ACC'RATE. It A
will have the dimension m.sec-3 or some equivalent. Suppose we Imagine that
an aircraft is flying in a circle at a constant speed and that we are observ.
Ing it from a point sufficiently far away that azimuth can be ignored. Obvl-
ously, the relative velocity varies as cos 9, with e being the central angle.
Now the derivative of the cosine is Just the negative of the sine, so that the
relative acceleration varies as -sin e. Extending the process one more step,
It is seen that the relative acc'rate varies as -cos 8. What this means is
that the ratio

velocity

is constant and forever negative (or zero)I

Zn the computer, derivatives are estimated by taking differences. Lettinq
triple dots Indicate acc'rate, we find that, with suitable scaling,

! An 2An.I An.2 (2)

Letting q denote the estimate of the acc'rate ratio,

An - 2An.I + An.2S" - " qn-1
Ani•n- n-I

Now-•'-*. Is constant and therefore q nearly so.
An-1

Treating q as a constant enables us to drop the subscript and write

An +An.2 • (2+ q) An.1 (3)

Equation (3) can be used to compute q. Or, if q is knwn, it becomes a three-
term recurrence relation for the successive values of R. It should be
observed that equation (3) Is independent of the units in which at, R, and
are expressed.
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c. COORDINATE SYSTEMS

It seems desirable to write math models and algorithms which will operate
in two- or three-dimensional cartesian or inertial systems whenever possible.
The data, of course, must be amenable to transformation. In the case of
Doppler radar, it is not. The data are available as radial velocity and
azimuth, essentially. Before a transformation can be effected, range must be
determined -- and this very range reduction requires that a track file be
established in that coordinate system in which we find ourselves.

The fact that we necessarily are operating in polar coordinates produces
an apparent outward acceleration which depends upon both the range of the
target and its relative angle of approach. The effect on a crossing track at
short range can be appreciable. For example, an aircraft at a ranqe of 6 km
flying a straight-line path with a constant speed of 280 m.secol at a relative
radial angle of 60 degrees appears to have an outward acceleration of 9.8
m.sec 2 when in fact there is none. This phenomenon is discussed further in
section V.

d. SOME PRINCIPLES OF RADAR

By far the most common radar, and the one with which many readers will be
familiar, is the pulsed radar. A short burst of energy is transmitted, fol-
lowed by a long period of silence. If during this listening period the
receiver detects a reflected signal, its time delay is measured from which
range can be computed.

The data is reported as range and azimuth, which is already a perfectly
good two-dimensional polar coordinate system. Transforming the data into any
other desired coordinate system is very easy.

However, when the radar beam is directed at a very low angle, many reflec-
tions are received from stationary, ground-based objects. Returns from low-
flying aircraft are lost In a welter of unwanted targets. In fact, a pilot's
standard radar avoidance technique has always been to fly at tree-top level.

In an effort to detect these low-flying aircraft, the continuous wave (CW)
radar was developed. The CW radar operates on the following principle. There
is neither pulse nor listening period. Instead, a continuous unmodulated
carrier wave is radiated. If any reflected signals are detected, they are
"beat" against the transmitted wave. Reflection from a moving aircraft will
alter the frequency, producing the well-known Doppler effect, and yielding a
measurable beat-frequency. A band-stop filter can be applied near beat-
frequency zero, eliminating unwanted reflections from stationary taraets.
(Also eliminated are returns from laterally-flying aircraft, since their
radial velocity will be near zero, but these are of less interest than those
which are approachingl)
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Data arrives in natural units of velocity and azimuth -. not suitable for
transformation. Range first must be computed. Early CW radars attempted to
recover the range by integration. But from the very beginning, inteqral cal-
culus teaches us that an arbitrary constant may be added to any inteqral with-
out affecting the validity of the solution. Evaluation of this constant of
integration is the whole burden of the subject of definite integrals and often
proves to be difficult, or even impossible for mid-flight acquisition, the
problem we are presently faced with.

Clearly we must get some bit of range information from somewhere. Yet the
Doppler radar's sole raison d'•tre is the Inability of other radars to detect
under the stated conditions. some device is needed, which is internal to the
radar itself, that allows range to be determined.

e. RANGE DETERMINATION WITH THE DOPPLER RADAR

We define a scan as that period during which the radar antenna rotates
through 360 degrees, beginning and ending at some known reference point.

During alternate scans (odd-numbered ones, let us say), an unmodulated
carrier wave of constant frequency is continuously radiated. The Doppler
velocity is measured in the standard way, We may call these scans CW-scans.

During the remaining scans (even-numbered, of course), the carrier wave is
modulated by increasing the frequency at a known linear rate. Thus the fre-
quency can be said to have a constant ramp. Note that the reflected signal
will be beat against a frequency farther advanced along the ramp, causinq an
apparent reduction In Doppler velocity (for approaching targets), How much
farther along the ramp is a function of elapsed time, and hence of- anqe.
Stationary targets will appear to recede, and hence can be filtered out. We
may call these scans FM-scans.

If it can be assumed that the radial velocity is constant, then any two
consecutive scans will produce sufficient data that range (at the time of the
FM scan) can be determined.

However, the ability of an aircraft to execute simple turns enables it to
produce large accelerations, the direction of which with respect to the radius
vector (from radar to aircraft) can be quite random. Therefore, any assump-
tion of constant radial velocity is completely untenable.

Thus is strongly highlighted the basic problem which any algorithm must
solve. It is the computation or prediction of radial velocity for the time of
an FM scan. Only when a satisfactory solution has been found can range be
computed.
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Equation (3) is well-suited to this purpose.

The concept of frequency modulation, however, introduces a new problem
which, for want of a better name, we shall call "FM drop-out." If the
returned signal is designated alternately as CW and FM, and if R and A indi-
cate the actual range and radial velocity, then, with suitable scalinq,

CW - f and FM k A-hR (4)

The constant h depends upon the frequency ramp and has the dimension sec"1. A
representative value is h - 0.002 sec-1 .

When R is too great, or f too small, the resulting FM signal will not pass
the band-stop filter, and FM drop-out occurs. The situation arises at very
great ranges, with wide crossing angles, and for slow-moving aircraft. All
these cases tend to fall in an area of lesser interest.

Too great a value of h also aggravates FM drop-out but that, of course, is

a design problem.

II. MATHEMATICAL PRINCIPLES AND DEVELOPMENTS

a. THE DEVELOPMENT OF q

The following assumptions are made:

An aircraft is in a turn of con;tant rate, de/dt. The value is taken as
positive when the aircraft is turning to its right.

Range is sufficiently great that small changes in azimuth or altitude can
be ignored without serious error.

Central angle 0 - 0 when aircraft is approaching radar head-on.

Aircraft is moving at a constant speed v.

Under these conditions, if R denotes range and A - -dR/dt radial velocity,

A- v cose

dft/dt - -V sin 0 do
dt

d2 edi2A/dt2 -- vlsin 8 - + cos e (de/dt)21

But d2e 0 O, since dO is constant.
dt2  dt
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; -v cos e (de/dt) 2
dt2.

Dividing both sides by f - v cos e,

d2f/dt2  -(de/dt) 2  (5)

This quantity is called the "acc'rate ratito," and the estimate of it is
designated by the symbol q. ("Accbrate" refers to the derivative dP/dt 2 .)

It can be observed that, under the stated conditions, the "acc'rate ratio"

(1) is constant

(2) is proportional to the square of the aircraft's turn rate

(3) is independent of the direction in which the aircraft is turning

(4) cannot take on positive values

In any computer solution, derivatives are estimated by a process of dif.-
ferencing, Let un, uL, u2, u,,..be values of a function equally spaced In
time. If the unit of time be taken as the increment between two successive
arguments, then u 2u1 + U2 becomes an estimate of the second derivative at
the time of u,. It does not matter in which direction time is increasinq, thevalue of the estimate remains the same.

For simplicity and clarity, the following conventions are adopted:

The period of one radar antenna rotation (e.g., three seconds) is taken as
the unit of time.

Subscripts are expressed in multiples of this timo unit and denote "age."
Thus Ro is present value of range, R6 was the range value 6 seconds ago.

The subscript "p" (for "predicted") is used in place of the subscript

it is used for radial vel9city and is taken In a positive sense for

approaching aircraft. Thus R • -dR/dt.

Applying the foregoing, It is found that

A'2 2t+6  " qAS
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which equation yields a point estimate of q3 ' But since q is presumed con-
stant, the subscrtpt can be dropped. Having now an estimate of q, we can
advance the subscripts and write

A3 2A + Ap qA0

Solving for

p• (2 + q) %. A3 (6)

* which is simply equation (3) in slightly altered form.

17 ,This is the basic prediction equation and is fundamental to the algorithm.
It solves the problem previously posed, and, provided turn-reversal has not
"just occurred, it is used for range computation.

Now at an FM scan, the received data is equivalent, not to 4, but to the
"quantity R - hR, where h is a constant whose value depends upon the frequency
modulation rate, Therefore, there exists (at each FM scan) a corollary
requirement to predict range as well as radial velocity. Since range predic-
tion is required only on alternate scans, Integration by Simpson's rule is
well suited to the purpose. Simply stated,

R Ra - At (A3, 40 + Ap)

Using as an example an antenna rotation period of three seconds, (At *3)t
and substituting the derived expression for Rp, there is achieved the remark-
ably simple expression

R p Ra - (6 + q) (7)

Referring to the prediction equations it is apparent that, relative to the
time for which the prediction is made, data is used which is up to two scans
"old" (6 seconds old in the example used). During this time frame, should the
aircraft markedly alter its maneuver -- by turn reversal, for example -- the
data may be so greatly perturbed that the equations cannot be used. The con-
dition is temporary, lasting only until the aircraft has persisted in its new
maneuver for a period of two scans or more, but must be identified, since a
momentary change in procedure is required.

b. ACQUIRING THE TARGET

Suppose a CW radar with an FM coefficient h a 0.002 is required to operate
effectively between the ranges of 5 and 60 statute miles. This operating
range is called the "information band," and the values 5 and 60 the band
edges. All information outside this band is considered suspect. The
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difference, 55 statute miles, Is of course, the band width. Converting to
metric units, the band edges are 8,047m and 96,561m, respectively, with a band
width of 88,514m. Multiplying by h a 0.002 yields the "velocity band," with
band edge of 16.1 m/sec and 193.1 m/sec. If the difference between the FM
data and R does not fall within this band, the point estimate of the range
also will be out-of-band. Note that velocity band width is 177 m/sec.

*It turns out that if a suitable value of q is assumed (q • -0.05, sa)
track can be Initiated from three sets of data, provided they are not a of
the sane kind. (If there is no FM data, range cannot be determined. If there
is no CW data, radial velocity cannot be determined, which in turn precludes
range determination.)

(1) Track Initiation When the Data Comes From Two CW Scans
and one FM, 3can

The value of Vis given directly by the CW data, but is unknown at the FM
scan, and at all scans where data is missing. The data on hand will be desig-
nated CW1 and FMj. From the basic properties of the radar, we have

FMj " •A - hRj (4)

from which

R i (A.j - FMj) (a)

To estimate Aj, a value of q is arbitrarily assigned (e.g., q .-0.05) and the
following equations are written

A o + "Oa (2+q) A

kt9 +A3 • (2+q) A6

k12 + A6  - (2+q) A9

etc.

until a system of n isiultaneous equations In n unknowns is obtained, which
set can be solved for Rj. If the difference RA - FMj falls within the proper
velocity band, track is initiated. If not, the oldest data is discarded and
another attempt is made at the next scan with suitable data.

EXAMPLE 1. Available data Is CW9 , CW3, and FMo.

+ AO • (2+ q) CW3
CW, + CW3  - (2+cq) A6
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These two equations In two unknowns (A6 and An) can be solved for both

unknowns. However, R6 is not needed and can 5e simply eliminated, leaving

CU9 + cU3 - (2 + q) {(2 + q) CW3 - AD)

from which
CW0 + CU,2 (+ q) CW,. - 2 + (9)

and of course, from equation (8),
O (40Co FMo)

[o

These parameters possess dimension, and hence proper attention must be
paid to scaling in the computer.

EXAMPLE 2. Available data is CW6, FM3 , and CWo.

CW6 + CWo (2+q) A
can be solved for the only unknown.

"CW + CWn (10)

2+q

and

R (A3 - FM3)

Note that this range reduction Is valid for the time of the FM data.

Equation (7) now yields Rp directly.

R - R3 - (6 + q) CW0

(2) Track Initiation When the Data Comes From One CW Scan
ana TWO FM scans

Since the value of A is unknown at an additional FM scan, another equation
must be developed to complete the simultaneous set. This is done by evalu-
ating the definite range integral between the FM scans, utilizing Simpson's
rule. Continuing to illustrate by example, suppose the available data to be
FM%, CW3 , and FM0 . By Simpson's rule

Ro R6 -• (A 6 + 4A• + Ao)3
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If At * 3 sec, this simplifies to
Ro - R6 -(46 + 443 40A)

Now A3 * CW3 and applying equation (3) yields

46 + o (2 + q) CW3  (11)

hence

RO R6 (6 + q) CW3  (12)

From equation (4),

A6 - hR6 , FM6

and

Ao - hRo " FMo

Subtracting and transposing,

h(RI- R6 ) - A0 - 6 - N +FM+

From equation (12)

h(Ro - R6) * -h(6 + q) CW3

Consequently,

Ao - A6  * FMo0  FM6 - h(6 + q) CWS (13)

the sought additional equation in the proper unknowns. Together with equation
(11) it forms the required simultaneous pair. Again, R6 is not needed and can
be eliminated, this time by simple addition.

2Aoad FMo - FM6 + {2 + q - h(6 + q)} CW3  (14)

and

R0 • A0 - FMo)

(3) Further Remarks on Track Initiation

If it could be known that an aircraft had altered its maneuver during the
period when data for track initiation was being collected, it would become
mandatory to delay until data from three scans reflecting the new maneuver
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became available. Probably prospects are not as hopeless as they may at first
seem.

If the first attempted range computation falls out of band, It is assumed
that some change has taken place. The "oldest" data is discarded and the
attempt repeated when suitable additional information is obtained. In this
connection it is wise to keep the computational band width as narrow as prac-
ticable. Just because the radar can see" a target is not of itself suffi-
cient reason to compute Its parameters.

Consider a Doppler radar being used in an anti-aircraft battery configura-
tion. Ranges so great that the missile would be spent before reaching the
aircraft need not be included in the computational band. The same can be said
for ranges so small that insufficient time to permit launching remains.

When an isolated case of FM drop-out occurs, it usually is accompanied by
turn reversaT-w-Mirn less than two scans (whether before or after is unknown
Thus In the sequence CW - miss - CW - FM0 , the data at CW9 is sometimes
valid, sometimes suspect. However, if CW »> CW , turn reversal is almost
certainly found between these two scans. To limit the application of this
sequence to the case CW9 4 CW6 thus Is indicated.

The above procedures will identify much (but not all) of the suspect
data.

The three examples given in (1) and (2) above doubtless represent the only
practical initiation sequences.

c. FOUR-SCAN ACQUISITION

It is natural to inquire why a four-scan acquisition procedure Is not
used, since the additional information would make It possible to compute the
value of q, rather than arbitrarily assume it.

There is no theoretical reason why & four-scan procedure could not be
employed. There are, however, two sound, practical ones.

(1) Acquisition will certainly be delayed one scan, merely to obtain the
additional data.

(2) The probability that four successive pieces of information will not
include a maneuver change obviously is less than the probability associated
with only three.

Four-scan acquisition increases both the risk and the tims required. In a
critical situation, the price may be prohibitively high.

There can be no objection to a four-scan supplemental procedure, provided
the additional data is compatible (i.e., Indicates no perturbation such as
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turn-reversal). In fact, there is one instance where four-scan may be
superior to three-scan. We discuss that case forthwith.

CASE 1. CW12 -mIss - CW6 - FM3 - CWo.

The corresponding three-scan case Is the least accurate of the procedures
discussed so far, due to the fact that velocity is estimated by extrapolation.
Range errors can be quite large, and tend to be corrected very slowly at
first, apparently because range ang "q'" err in the opposite sense (logically)
with respect to the quantity Rm " Rp.

The greatly increased accuracy of the four-scan acquisition procedure
recommends it. The mathematics is relatively simple. We have

CW + CW6  • (2q) Ag

CW6 +CW0  * (2 +) A3
CAl +CA3% (2q) CW6

MultiplyIng the last equation by (2 + q) and substituting the result into the
sum of the first two equations,

CW1 2 + 2CW6 + CWo • (2 + q)2 CWS

from which

CW1 + CWQ + 2  *(2 +q)l
CW6

Essentially, we have the three-scan case of paragraph b(1), Example 2 except
that the value of "q" is computed rather than assumed. If, however, (2 + q)2
S4, turn-reversal apparently has occurred. In this event, we merely discard
CW12 and revert to the appropriate three-scan procedure.

CASE 2. CW9 - FM6 - CW3 - FMo

In this case the target already has been acquired (else CW would have
been discarded). The four-scan procedure is tentatively substituted for the
usual update, provided a valid value of '1q" is returned. The basic equations
are:

S CW9 +CWS
2 + q

CW9(2+q) - A +

h(R0 R0) (A6 FM (AO FM0)
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I

R6 - Ro (6 +q) CW3  4CW3 +(2+q) CW3

Solving for (2 + q), the larger root of the equation

(1 + h) CWS(2 + q)2 + (FM6 .FM° + 4hCW3 ) (2 + q) -2(CW 9 + CW3) * 0

Is chosen. If (2 + q) ) 2, the four-scan procedure is not used. Probably a
Class 2 fit* has occurred and the range should be "coasted" (see pare d(3)),

If (2 + q) < 2 (i.e., "q" is negative), we proceed

S(2 +q) cw3 - cw,, c•,) I•2 + q

Ro • A0 - FMO)

"CASE 3. FM3 -CW6 ,FM3 - CWo
This case is strikingly similar to the preceding one. A parallel develop-

ment yields the following quadratic equation in (2 + q).

(1 - h) CW6(2 + q) 2 + (FM3 - FM9 -4hCW 6 ) (2 + q) -2(CW 6 + CWO) 0

Notice the reversed sign of the terms involving h.

Continuing, provided (2 + q) < 2,
•:• • •CW• + CW0

k3 2÷+

Ra *(A3 -FM9)• h

Rp - R3 - (6 + q) CWo

Again, if (2 + q) > 2, it is likely that a Class 2 fit is present,

d. UPDATING THE RANGE TRACK FILE SUBSEQUENT TO INITIATION

For a maneuvering aircraft, the radial velocity can change markedly from
scan t& scan. In fact, there is some justification for using the raw incoming
data, R*, withou smoothing. However, in most applications, it will be sus-
pected T'hat the Rm data contains noise, and that a small amount of smoothing
will be beneficial.

*See section III for definition of "Class 2 fit."
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Letting the subscripts "age" (i.e., the most recent track file value

becomes AS), the basic updating equation becomes

RO w Rp + k(Am - ip) (1)

Radial velocity will not tend to seek any particular value with passage of
time.

We have seen that at a CW-scan

In " CW

However, ft an FM-scan, the best we can do is to employ equation (4) to
estimate Rm; viz,

m FM + hR1)

Since, in the two cases, the value of Am is differently arrived at, there is

no reason to suppose that the coefficient k might not also be different.
Therefore, we shall use k' to denote the velocity filter coefficient at a CW-
scan.

The smoothed value (4t) having been computed, it is employed t ake a new
velocity prediction for use at the following scan. From equation ?3T we
obtain immediately

Ap(new) *(2 +q) AO -A3
(1) Range Reduction at an FM-Scan

Range information is available only at FM scans. Provided there is suita-

ble* data, equation (8) will yield a point estimate of the range

Rm • ' CAp - FM)h

It is desirable to smooth this estimate throuqh a proper filter. .

R0 - *Rm + (1- *) Rp

or equivalently

Ro 0 Rp + *(Rm - RP) (16)

*How to determine whether or not the data is "suitable" is the subject of a
later section.
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For a smoothing filter, 0 < 4 < 1, of course.

Usually, it will be found that the track file value of the range tends to
be more stable than the point estimate, whereupon a fairly small value of * is
"indicated.

Equation (16) can be developed into a form more useful for computation as
follows: From equation (15) we have

Am FM + hRp (15)

Subtracting Ap from both sides, it is found

Am A- hRp - (A. FM)
Am Ap " hR - hRm

from which

Rm - R • - (AmP- p)P h

Substituting this expression into equation (16) yields

Ro - R) (4m - p) (17)

which computes range directly from the basic quantity Am - Ap.

(2) Range Prediction at a CW-Scan

There is no range information at a CW-scan. Range Is predicted by inte-
grating between FM scans, utilizing Simpson's rule. This is effected by equa-
tion (7), repeated here for convenience.

R R9 - (6 + q) g0  (7)

Sinco Rp and R3 refer to FM scans, Ao necessarily is the smoothed velocity at

the Intervening CW-scan.

(3) "Coasting" the Range

At an FM-scan, when there is no suitable data, equation (17) cannot be
used to update the range track file. However, there is still a requirement to
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take aircraft movement into account. This Is done by a process variously
known as "coasting" or "dead reckoning."

First, it Is necessary to compute, estimate, or arbitrarily assign a value
to A Then the range can be "coasted" by Simpson's rule. In expanded form,
after "aging" subscripts,

Ro R6 0(6 + 4A+.4 0
,,R 0  u Rs -.• l s +.41 o) .

But we already find in the track file (still employing expanded form)

R R6  (46 + 44• + Ap)p 3
Simple subtraction produces

R Rp -L C0 -0 ) (18)

p 

3

The simplification when At a 3 seconds is obvious.

e. UPDATING THE VALUE OF q

Aircraft maneuvers are subject to change. Further, an assumed value of q
almost certainly is not without error. It is therefore worlh~e to attempt
to measure the acc'rate ratio for the purpose of updating the value of q car-
ried in the track file.

From the original definition of q, it is seen that a point estimate can be
obtained from

A6 213$+ AM

Multiplying by A3 and transposing

(2 + qm) A3 -46 Am

But we already find in the track file (after "aging" the subscripts)

(2 + q) A3 - 6  " Ap(old)

Subtracting,

(qm q) A3 m"p (19)
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Since q is presumed constant, there is no need for a prediction; a suitable

filter for updating is

q(new) - q + C(qm - q)

Substituting equatiQn (19) into this expression gives

q(new) - q + -(Am (20)

in terms of the basic quantity (Am p). The track file value of q is simply
augmented by an amount

It is known that q cannot take on positive values. Should the update
produce a result q(new) > 0, the track file value -- call it qTF here --

should be reset to zero, This is easily accomplished by passing all updates
through the filter

F" {q(new) - Jq(new)I} (21)

The process of differencing in the computer is inherently noisy. The
estimate of the acc'rate ratio, being based on a second order difference,
is doubly noisy. A quite small value of 4 therefore is required to achieve
sufficient smoothing.

f. OPTIMUM FILTER COEFFICIENTS

It has been seen that the updating equations for range, velocity, and
turn-rate (q) all depend upon tm which, after all, is the sole source of new
information, In each case, the quantity (Am - Y is multiplied by an
appropriate (k, J, {) weighting coefficient. Now Am - Ap can be thought of as
a residual or as an error but, regardless of concept, unarguably contains
"noise." If the sum of the weights exceeds unity, i.e., if

k + * + 4 > 1

the algorithm will act as a noise amplifier and the solution can be expected
to diverge. This results in the following limits being imposed:

k + 1+ C 1 (22)
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atid

k' + C

Assuming a constant value of q, the algorithm equations are:

(1) At a CW-scan

Am CW +(1 k)

,Ao k- Am + (I -k) !p(old)

R - (6 + q) Io

Ap(new) • (2 + q) o- As

(2) At an FM-scan
m FM + hRp

AO - kAm + (1 - k) Ap(old)
R0 a - { - (old)

Ap(new) (2 +q) AO-" 3

Supposing there is an error c in the data at a CW-scan. Then

k'(Am + )+ (1 - k') A p Ao + k'

R3 - (6 + q) (At0 + k'e) Rp- (6 + q) k's

and

(2 + q) (A0 + k's) - As Ap(new) + (2 + q) k'e

At the following FM-snan we then find

FM + h{Rp - (6 + q) k's} u Am - h(6 + q) k'¢

- h(6 + q) k- * (1 - k) {ip + (2 + q) k's}

AO - k{2 + q + h(6 + q)} k'l + (2 + q) k's
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(2 + q) A0 - k(2 + q) {2 + q + h(6 + q)} k's + (2 + q)2 k's - (43 + k's)

= p(new) + 1(2 + q)2 1} k's - k(2 + q) 12 + q + h(6 + q)} k's

The error in Ap(new) VANISHES NON-TRIVIALLY when

k(2 + q) [2 + q + h(6 + q)} * (2 + q)2 - 1

Thus we can select a value of k the FM-scan velocity filter coefficient,
which prevents an error in the 8W data from being propagated forward into the
next CW-scan. Notice that k, thus selected, is a function of q alone.

A form more suitable for computation is

Sk{2 + q + h(6 + •~- \2 + q -. _ (23)•\ \ 2+q

For the values of q commonly encountered, k usually falls between 0.69 and
0.75. Its maximum value occurs when q a 0, hence is designated ko. From
equation (23)

4k°(1 + 3h) - 3

Equation (22) shows that both V and C must be small in comparison with k.
Any computation of them which involves subtraction ýhus will tend to be noisy.
There seems to be little case for other than a fixed\value of either * or C.
Having established this point, we can recover from equation (22) the
restraint

+ 4 1 -ko

Dropping the inequality sign, let us adopt as one of the two defining equa-

tions for t and * the expression

+ - k0
From the earlier expression

q(new) - q + (am Ap) (20)

it can be seen that for very high speed aircraft, the update of q will become
too sluggish unless 4 is increased. A procedure such as the following is
suggested:

Let Vmax denote the maximum expected airspeed (or possibly that airspeed
most likely to be encountered) stated in m.sec-'. Then
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* 450
This becomes the second defining equation for t and V. The two expressions
are solved simultaneously.

The optimum values of 4 and * are not further pursued In this paper.
Obviously, they remain in an area worthy of investigation.

In the event that the error e occurs at an FM-scan, an analogous procedureis followed. However, since both range and radial velocity are computed at anFM-scan, an additional coefficient (*) appears and the error expression
becomes more complicated 'does the logic). Proceedin with the
development, /7 g

FM + + hRp Am +

S+ c) + (I - k) Ap(old) - + ke

(k is now a known fu tion of q.)
/Rp- {P [A m + lp(Old)} Ro -..

h h

(2 + q) (A•0 + k) 48 p(new) + (2 + q) ke

At the following CW-scan we find

k'Am + (1 - k') {ARp + (2 + q) kc} %0 + (1 k1) (2 + q) ke

Ra -h- (6 + q) {Ao + (1 - k') (2 + q) ke}h

p- (6 + q) (1- k1) (2 + q) kch

(2 + q) go + (2 k*q)2 (1,) k- (43 + kc)

A Ap(new) + ((2 + q) 2 (I -k') - 1 ke

Since both predictions, range and radial velocity, will be employed at thenext (FM) scan, the equations there must be investigated. Continuing,

FM + h{Rp (6 + q) (1 -k') (2 + q) kc} - *c

Am "* h(6 + q) (1 k1) (2 + q) ke
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The quantity (Am " Ao) is used to update all parameters in the track file.
Since it an FM-scan-both A and A are computed values, it could happen that
{m - ) is withou error, even Fhough there are errors in the track file.
In this event, the track file errors remain uncorrected. The filter coeffi-
cients which produce this effect (no correction) can be taken as limitin
values, beyond which the algorithm diverges. Obviously, (%m - contains no
error when

-, - h(6 + q) (1 - k') (2 + q) ke " {(2 + q) 2 (I k) - 1} kc

Dividing by kc and transposlnq,

1 - * (2 + q) (1 - k') {2 + q + h(6 + q)} (24)
k

Multiplying by k and substituting from equation (23),

k -I' . (1 - k') 1(2 + q)2  - 1)

This expression gives an upper limit for k'. For 9 a 0.1 and h • 0.002 itq
value falls between 0.76 and 0.81. The restriction k' c 1 - C also applies,
of course.

Another (lower) limiting value for k' can be found by supposing the track
file range error to be completely corrected at each FM-scan. Values of k'
below this limit will produce a range track file which tends to be both oscil-
latory and divergent. The development proceeds

• ~ Rp (6' + ( q) (1 - k') (2 +q) ke - JA{M "
p hh

- h(6 + q) (1 - k') (2 4 q) kc} + I (Ap + C(2 + q) 2 (1 - k') -1] kt}

Ro - (1 - *) -'(1 - *) (6 + q) (1 - k') (2 + q) ke
h

+ 1 ((2+ q)2 (1 - k') - 1) k,
h

The error in Ro vanishes when
U (1-v) (J + (6 + q) (I - k') (2 + q) hk} - ((1 - k') (2 + q)2 - 11 *k

Substituting from equation (23) and rearranging

(- + k) - (1 - k') ((1 (1 - - k) (2 + q)2} (25)
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from which the lower limit of k' can be computed. For c - 0.1 and h - 0.002,
the value falls between 0.30 and 0.45.

A value of k' about midway between the above limits should achieve near-
optimum smooth range tracking. Therefore let us require that the error in Ro
be roughTyWFaTlf that in R6 (i.e., at the previous FM-scan). Immediately, we
can write

"2.1.• * -(1 - *) {+� (6 + q) (1 - k') (2 + q) hk)2

+ {(1 - k') (2 + - 11 *k

A development exactly similar to the preceding one yields

+ k) a (1 - k1) j(1 -i,) -(1 -i• k) (2 + q)2} (26)

The value of k' supplied by equation (26) should be near optimum. For t * 0.1
and h a 0.002, It varies between 0.53 and 0.62.

III. SELECTION., CORRELATION. AND CLASSIFICATION OF RANGE AND VELOCITY DATA

Up to this point, themain purpose has been to develop mathematical formu-
lae for acquiring and tracking a single aircraft in a turn of constant, rate
(which rate may be zero). It may happen that the expected sequence of Rvents
is altered so drastically that the standard formulae cannot be employed to
treat the incoming data. Whether these perturbations are apparent or real, it
is necessary to detect their occurrence, so that alternate steps can be
taken.

In an attempt to perform this detection, a trichotomous device called
"double-gating"* is employed, by which the data is evaluated and placed into
one of three categories, as follows:

(1) Class 1 fit. The incoming data is consistent with the predicted
values, and thus can be used to update the track file parameters.

(2) Class 2 fit. The incoming data is inconsistent with the redicted
values, but is not inconsistent with the most recent track file va ues. It is
assumed that some change has taken place, and therefore only certain of the
track file parameters can be updated. (For example, q and R are not updated.)
At a Class 2 fit, k k' -0.5 probably suffices.

*In this paper, "gate" is synonymous with "window."
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(3) Class 0 fit - a miss. The incoming data is either erroneous or from
an extraneous source, and hence cannot be used. This class includes the case
of missing data (e.g., FM drop-out).

a. TURN REVERSAL

Perhaps the data are perturbed most violently when a high-speed maneuver-
ing aircraft, crossing the radar line-of-sight at a wide angle, suddenly
reverses its direction of turn. In fact, a suitable criterion for setting the
"outer" gate is the desired maximum detectable perturbation of this type.

When a flight path is convex (as viewed from the radar), the aircraft
is turning toward a receding aspect, and thus is an item of diminishing
Interest. Conversely, when the flight path is concave toward the radar, the
aircraft is turning toward a more direct approach. When turn reversal (at a
sufficiently high rate of turn) has produced the latter state of affairs, the
data at the following scan invariably will exhibit certain symptoms. They
are:

(1) Acc'rate will appear to be very large and POSITIVE.

(2) The absolute value of the difference IAm -Ap will be large -- per-
haps even beyond the outer gate (i.e., a miss).

(3) When the predicted velocity is replaced by the old track file velo-city, the absolute value of the difference always is reduced. In other words

Ifm - A31 < IAm - A•i

Moreover, this reduced difference rarely falls outside the window. Thus, the
substitution (of R, for Rp) avoids declaring a miss with good data present.

(4) Because acc'rate is based upon a second difference, the "large and
POSITIVE" symptom will persist for an additional scan.

(5) So, too, will persist the SIGN of the residual (Am A p Thus, for
the two scans following turn reversal

(~m - AY)new > 0
(Am " Yp)old

b. TURBINE RETURNS AND OTHER LARGE TRANSIENTS

Sometimes perturbations in the data are not accompanied by correspondinq
changes in the flight pattern of the aircraft. Such a case might occur when
the aircraft is approaching head-on, so that the radar "sees" a rotating tur-
bine instead of the aircraft skin, with resulting frequency shift. The
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minimum expected frequency shift of this type is a criterion for setting the
"inner" gate.

These perturbations rarely are persistent, enabling us to identify them
merely by inspecting the data at the following scan. Applying the yardstick
of the preceding subsection, we find

(1) The point estimate of the acc'rate ratio will be very large, but is
equally likely to be positive or negative.

(2) The difference - p) usually is large -- but can be of either
sign.

(3) Substitution of the old track file velocity for the predicted velo-
city does not necessarily reduce the difference.

(4) At the following scan, the point estimate of the acc'rate ratio will
tend to be large, but of opposite sign.

(5) The residual (Am - A ) will change sign at the following scao. In
fact, since Ap(new) presumablý is based upon erroneous data, whereas Rp(old)
is not, we expect

(-MAm" •new •-

S- Ap)old

c. DATA SELECTION

The correlation process begins as follows: Does the measured radial
velocity differ from both the predicted value and the latest track file value
by more than the outeij--te? If so, a miss is declared. An exactly similar
test is performed upon the azimuth measurement. (NOTE: Azimuth gate should
vary inversely with range.)

If no miss is declared, the following tests are performed:

(1) Does the measured radial velocity differ from the predicted value by
less than the inner gate?

(2) Is the point estimate of q less than or equal to zero? (To accommo-
date noise in the data, small positive values should be considered as zero.)

If the answer to either of these questions Is "no," a Class 2 fit is
declared. But if both questions are answered "yes," the result is a Class I
fit. At the second of consecutive Class 2 fits, the ratio
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* (Am A)new
(AM - Ap)old

is examined. This also produces three categories:

(1) p < -1. This implies turbine return or other large transient at
the previous scan. Since only m at that scan is suspect, substitution of the
appropriate AR for As is indicated. Certain derived values may have to bepI
recomputed.

(2) P > 0. This implies a turn reversal before the previous scan. As a
result, several actions are required:

(a) Do not update the acc'rate ratio. In effect, A6 is missing.

(b) Do not update the range at the FM-scan -- dead reckon it instead
employing Simpson's rule. Effectively, Ap is missing, leaving nothing upon
which to base a range reduction.

A (c) Do not compute the radial velocity. The required information will be
found to lie in disparate sets. In this case, however, there is sufficient
justification for substituting the appropriate values of Am for A3 and ,
respectively.

(3) -1 4 p 0 0. No clear implication. Compute the radial velocity and
coast the range. Nothing better can be offered.

d. GATE SIZE

The purpose of any "gate" or "window" is to admit all truthful evidence
while screening out all that is false. Unfortunately, there is no perfect
gate size. A gate which admits all the desirable data may also admit much
that is not wanted. And the converse is true. A gate which screens out all
erroneous data may reduce to a trickle the flow of useful information.

All that ever can be said is that a gate accomplishes each part of itstwo-fold mission to some statistical probability. Clearly, Such probabilities
depend upon not only equipment design, but upon the use to which the equipment
isput, as well as the performance characteristics of the expected targets.
Lacing specifics, only general suggestions can be made.

(1) The Outer Gate. Obviously, the principal purpose of the outer gate
is to screen out unwanted returns from extraneous sources. It must, however,
be large enough to permit detection of certain specified maneuvers. For exam-
ple, if At - 3 sec, and it is desired to detect turn-reversal on a target
undergoing 6 g's acceleration (58.8 m/sec/sec), an outer gate of at least
176.4 m/sic will be required. See also paragraph (3) below.

(2) The Azimuth Gate is used in conjunction with the outer gate, and for
the sa•me primary purpose. It must be (in radians) at least vAt/R. After a
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miss, both the outer gate and azimuth gate should be increased, though perhaps
not doubled. A multiplier of about 1.6 or 1.7 is suggested.

(3) The Inner Gate is NOT used primarily to eliminate unwanted data, but
rather to identify perturbations in the desired data, so that some special
action can be taken. To cite another example, suppose the 2o noise level to
be 25 m/sec. Further suppose that a turbine return causes a perturbation of
110 m/sec. The inner gate should be set to some value between 25 and 85
m/sec. If v denotes noise level and T the turbine or transient, the somewhat
arbitrary formula

inner gate - v+ M(4 AL2(460 + Vmx

yields a satisfactory value. The outer gate should be at least double the
inner gate,

(4) The Q-Gate. In paragraph IIIc(2) above, it was established that a
Class 2 f1t sTou Tbe declared whenever the point estimate of q exceeds a
certain positive value. This effectively creates another window. Lest it
superficially appear that the q-gate duplicates the function of the inner gate
and therefore is redundant, let us point out two essential differences.
First, the Q-gate is one-sided, leaving negative values undisturbed. Second,
the Q-gate is most sensitive to aircraft of low radial velocity. From equa-
tion (19), it is seen that

qm q + A3u qI

The presence of A in the denominator is responsible for the essential dif-
ference between tRe Q-gate and the inner gate. The Q-gate is quite effective
against aircraft which, crossing at a wide angle, begin a turn toward the
radar site. A word of extreme caution is necessary however.

At successive scans, the roles of CW and FM Information are interchanged.
If the track file value of q is greatly in error, it will cause the value of
qm, the point estimate, to oscillate. If the Q-gate is too small, %, might
fall alternately in and out of the window, with catastrophic result. No
appreciably large probability of this occurrence can be tolerated, since the
condition can arise if a maneuvering aircraft abandons its maneuver for a
direct attack upon the radar site itself.

A Q-gate of 0.15 to 0.2 is suggested.

IV. THE AZIMUTH PROBLEM

a. MEASUREMENT AND PREDICTION OF A7!MUTH

In general, CW radars can determine radial velocity by a direct phase
comparison in the receiver, but can determine azimuth only by locating the
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region of maximum signal strength, or by detecting when that signal strength
exceeds a certain threshold.

Evidently, then, the measurement of azimuth is less precise (i.e., is
"noisier") than that of radial velocity. To predict azimuth from track file
history alone is to be subject to occasional extrapolation errors too large to
be tolerated. In an attempt to control this, two devices are used. It has
been seen that

A u v cos 6

and
dA/dt = -v sin 0 do

dt

Letting 0 denote the azimuth and noting that under the assumed conditions a
sufficiently close approximation to R i Is given by

R v. v sin e, dt

then

dA/dt -
dt dt

from which

do/dt • . f,
R do/dt

which allows agimuth prediction to be based upon the more accurately known
paraneters R, R, and .q. The sign of de/dt is as yet unkovn, but by
restricting use of the formula to the case of a Class 1 fit, it Insures that
the sign will not have changed during the last two scans, and hence, can be
determined by comparison of recent changes in A and 0. If 00 0 B3, simply set

If a Cl as 1 lt
If a (e ssg., wn tt des not exist, or if the sign of vq cannot be determ-

sned (ea uhen 3 b 0), or if q Is, numerically, very small (q > -0.01,
say)$ aztmth must be extrapolated. The formula

p - 0 + POO - 03)

is recommended. If the coefficient v is assigned a value less than unity, the
cumulative azimuth correction (in the case of several iterations) will be
limited, thereby preventing "runaway."
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b. AZIMUTH CORRELATION

At track initiation, a fixed azimuth "window" must be used, since range is
not known. For subsonic velocities, a window of 0.012 to 0.020 radians per
second appears suitable. A fixed window tends to inhibit track initiation on
laterally flying targets at short ranges, and therefore its value should be
chosen according to the desires in that area.

After initiation, a window of the form a + b/R is used, where the first
term accommodates the noise, the second term the range. If a is expressed in
radians per second, then b should be expressed in meters per second, R in
meters. The variable window should be equal to the fixed window at some
selected midrange.

The incoming data, 0m, is compared both to op and to 03 (subscript
"aed"). If both differences exceed the window, a "miss" is declared. If

nelther azimuT8ata nor radial velocity data produces a miss, azimuth is
updated by

nom + (1 - n) ox

where xtis either 0p or a, whichever lies closer to ome The coefficient n
probably should be chosen between 0.5 and 0.8 in order to given some weight to
the track file data. (Some weight already had been given sm by the selection
of 00

In the event of a miss, simply set so - p(Old).1

V. ERRORS INDUCED BY THE POLAR COORDINATE SYSTEM

So far, the development has assumed that azimuth changes produce negligi-
bly small errors. Strictly speaking, that is not always true. Let us examine
Figure 1, following.

Let an aircraft fly a curved flight path (center of curvature at 0) from A

to B at speed v during the period of one scan. Let e be a measure of aircraft
heading, referenced to south. For a radar positioned at C, let a be a measure
of aircraft azimuth, referenced to north. With these conventions 6 + a is
the aspect angle and v cos (9 + a) • R gives the radial velocity (positive for
approaching aircraft).

As the aircraft moves from A to B, the flight path is concave toward the
radar, and the aspect angle changes more slowly than does the aircraft head-
ing. Thus the apparent turn rate is less than the actual, and there is an
apparent outward acceleration. Should the flight path be convex toward the
radar, the aspect angle changes more rapidly than does the aircraft heading,
so that the apparent turn rate is greater than the actual. But the apparent
acceleration is still outward. This apparent outward acceleration Is a func-
tion of range, turn rate, aircraft speed, and aspect angle. It typically
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appears in the equations of motion in a polar coordinate system. In so far as
it arises solely because of the coordinate system being used, it is reminis-
cent of Coriolis' acceleration.

In designing a Doppler radar of the type with which we are here concerned,
it is arbitrarily decided to observe only approaching aircraft whose radial
velocity exceeds a specified threshold. Were the aircraft to fly a complete
circle, the effect can be likened to observing the sun during a 24-hour
period. The aircraft "rises" out of the band-stop filter, reaches maximum
radial velocity at "noon," after which the radial velocity decreases at a
faster and faster rate until it disappears behind the band-stop filter.

When the aircraft "rises," the square of the turn rate appears to be too
small. As the aircraft "sets," the square of the turn rate appears to be too
large. For the observable sector, then, the square of the apparent turn rate

Now the observed value of q, the acc'rate ratio, being computed from
actual observations, would seem to be the proper parameter for predicting
future observations (of radial velocity) -- and so It is. However, from the
original definition of q

A "29n.1 An-2.
An-1 -

It is seen that the estimate of q, being based upon the second difference, is
valid only at the previous scan -- and the value of q is known to be changing
monotonically.

The trouble with the estimate of q is not that it is In error, but that It
Is too "old." As a result, the prediction multiplier (2 + q) always will be
too large, as will Ap and track file range. Under extreme conditions, this
"over" range bias can exceed tolerances. A more up-to-date estimate of q is
needed. Let us call the required estimate qp.

The basic updating equation Is

q(new) - q + - (Am - Ap)

and should be used in normal fashion. Now it Is known that q will decrease
monotonically as long as the present aircraft maneuver persists. Hence, the
corrective equation

qp q(new) +f- (Am A 4p)
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suggests itself, with the proviso that

SL (Am " Ap) < 0
AD

This latter is easily accomplished by employing the filter

,• qp . qOnez) + (Am - AP) - 1AM - ApI}

The value of qp is not carried in the track file. It Is used to predict
Ap(new) and, at CW-scans, Rp, then discarded.

When q, is thus used for prediction, an unexpected dividend accrues.
Repeating for convenience

: Y(new) * (2 + q) A• "A3  (6)

and

R (6 + q) Ao + R3  (7)

it is seen that when qp is used for q, A0 can be cancelled out of the correc-
tion term, leaving

SAp(new) -(2 + qnew) AO Aa + C(Am" Ap)

and

Rp - Ra - (6 + qnew) Ao - C(Am Ap)

still subject to the proviso that (Am - Ap) < 0.
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EXAMINATION OF SIZE EFFECTS IN THE

FAILURE PREDICTION OF CERAMIC MATERIALLf
D. M. Neal and E. M. Lenoe

Army Materials and Mechanics Research Center
Watertown, Massachusetts 02172

ABSTRACT

Probability of structural failure ofea large hydra-burst ceramic Slip
Cast Fused Silica (S.C.F.S.) ring was predicted from a data base of four
point bend specimens. Both statistical surface and volumetric flaw distri-
bution theory were considered. The major contributions of this paper are
determination of an acceptable size effect relationship in predicting

failure of S.C.F.S. and the recognition that uncontaminated test data is
necessary in the prediction process. The removal of outliers and multi-
modality from the test data will define the uncontaminated data. There was
excellent agreement (less than 11% error) between predicted and actual
experimental results when surface flaw theory is applied to uncontaminated
data. The mini-max principle in conjunction with the maximum likelihood
(M.L.) method is used to determine the outliers. The Quantile Box Plot
method is applied when examining for multi-modality and outliers.

By considering only non-contaminated data, the essential need for
equality of coefficient of variations between specimen test data and the
structural component materials is satisfied in the predictive process.
Removing outliers and multi-modality (data values resulting from errors in
manvifacturing or testing) insures the same basic properties of the ring and
flexure specimen materials. Therefore, application of acceptable size
effects relations in the prediction process can be more successfal if types
and distributions of flaws are similar in both components and only size
governs differences in their mean strengths.!I
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INTRODUCTION

Ceramic materials often exhibit a size effect relationship with
respect to failure; that is a small test specimen will fail at higher
stress levels than a larger one subjected to similar loading. The rationale:
since the strength of a component is governed by chance that a severe
stress concentration (c) will be subjected to a stress (s) such that the
local stress (sc) exceeds the material strength and the chances of a more
severe c value exists in the larger component thereby resulting in a lower
failure stress. Since ceramic materials tested at ambient temperatures do
not deform plastically and relieve these stresses, provides a reasonable
verification for the above argument. It should also be noted that relatively
low strength values could result if no severe flaws coincide with themaximum stress and failure occurs at a severe flaw subjected to a lower

stress at a position where (sc) is maximum.

The primary objective of this paper is to determine a desirable method
for predicting the mean failure stress of a relatively large ring from the
test results of a small size flexure specimen (see Figure 1), where both
materials are made from identical S.C.F.S material. The ring and flexure
specimens were obtained from missile radomes. The rings were subjected to
hydroburst tests and the flexure bars were tested as shown in Figure 1.
The tests were conducted in order to establish quality control of the
radome. If an acceptable size effect relationship can be established
between the two components then the need for continued relatively expensive
test of rings could be eliminated. More importantly a possible failure
prediction methodology for S.C.F.S. as related to size effects will be made
available. The authors have been fortunate in that considerable amount of
data has been made available by the Raytheon Co. of Bedford, Mass. The
data was separated into eight billets containing both ring and flexure test
results providing combined total of 1300 specimens.

The authors examined the merits of using volume versus surface faw
"theory in the failure prediction process. The conventional WeibullL J
method was applied in the failure prediction process with s~me success if the
maximum stressed regions are considered. Another procedure using a surface
flaw distribution theory was also applied. With the sample sizes available,
the opportunities existed for the authors to systematically establish an
acceptable size dependent failure prediction method for S.C.P.S., with a
reasonable degree of certainty.

In order to eliminate both parasitic stress (producing low tensile
stresses) and high tensile stresses (resulting from failures rgmote from
the maximum stresaed region), both robust estimating procedure and the
Quantile Box Plot was applied to the data. These procedures will rocognize
the outliers and establish uni-modal distributions in formal manner. Appli-
cation of these procedures will result in data that represents the essence
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of the material strength capabilities in addition to providing a more
acceptable representation of the data. This is particularly important when
attempting to represent flexure test results adequately since this size
specimen is often vulnerable to manufacturing or testing errors.

Robustness M4ethod

The outliers are determined in a formal manner by applying a robust
method involving application of the maximum likelihood (M.L.) estimation
where the residuals are weighted in a systematic manner. The computed
weights describe the relative importance of the data points. For example,
a zero weight should indicate exclusion of a point. It should be emphasized
that removing outliers without a valid reason is poor practice. Outliers
should be examined for errors in testinE or possible material defects. The
removal of outliers (bad data) will essentially define robust data, The
robust procedures gpplied in thýs paper involves using both the M-estimating
technique of Huber and Andrews . Initially the Huber technique is applied
in order to determine a robust location parameter (weighted mean). The
Andrew's function is then applied using location parameter estimated from
the Huber result. It should be noted that this robust method requires a
uni-modal distribution of the data, therefore ,initial application of the
Quantile B~x Plot should be made.

The Huber m-estimation technique which involves defining the likelihood
function

7 f(Xi.o), -.. <* (1)

where f is a contaminated normal distribution,

X w data,

B - location parameter and

N a sample size

By maximizing log L(9) such that

E*J'X -0) u0, (2)

where ul f'/f

then the solution of (2) is M.L. estimate of 0 designated as A, In order to
represent j in scale invariant form, equation (2) can be rewritten as
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0 (3)

with d equal to the estimate of scale. The scale is often defined as

d- medianiXi - median (Xi)I /.6745

or simple M.A.D./.6745 (4)

This estimate is considerably more robust than using the complete samples
which could result in poor representation of the actual scale.

By solving

N

SWi(Xi-O) *0()

where

r Irl ; cl
I a I sign (r) IrL > cl

c is defined as the tuning constant and

r (X
An iterative process is then used in the solution of (5) such that

when the differences in W become negligible provides the necessary criteria
for an acceptable solutioh for the 0 and W4 Xalues. For c1=1.345 the
Huber's 0 function provides a 95% efficienly

With estimate of 0 determined from the solution of (2) the iteration
is continued where the I function is now defined as

Jop {"in~r/cl): rlr17Tcl

SIrj > c(6)

This new function is called the Andrew's wave equation. In order to obtain
the desired robust data for the * function, the tuning was adjusted to
Y1u1.34 and the scale defined as in equation (4).
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It should be noted that Andrew's function was selected for its ability to

describe outliers as data with essentially zero weights.

Quantile Box Plot

A general description of the Quantile Box Plot is shown in Figure 2.
Where the quantile function is defined as "

Q (u) V"1 (u), o s u ( 1 7)

that is, if the random variable x with distributiontfunction given by
F(x), then the root of P(x) - u, 0 s u s 1 is the p quantile of F(x).
From the ordered statistic x x , x , Q is defined as piece
wise linear function with interval (0,1) dividid into 2n subintervals,
Therefore representing Q as

2n xi j - 1, 2, ... n. (8)

In order to interpolate

4f(21;l , '1I

!,iu f\2n 2n

where n equals the sample size

The box boundaries are defined as

Q (.25) to Q (.75)

Q (.125) to Q (.875)

Q (.0625) to Q (.937• )

The Quantile function Q(u) is useful for detecting the presence of
outliers, modes and the existence of two populations. Flat slots in
Q(u) indicate modes. Sharp rises in Q(u) for u near 0 or 1 suggest
outliers; sharp rises in QCu) within the boxes indicate the existence of
two (or more) populations. In obvious bimodality shown in Figure 3 is
represented by the Quantile Box Plot displayed in Figure 4.
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Weibull Distribution Function

The A.L. method is applied in order to obtain the two parameters of
the Weibull function,

f (X) m~( exp R) (10)

The method requires defining the likelihood function7

L N T mui (i)

where X data,

m, P * shape and normalizing parameter and

N - sample size,

By solving the following log likelihood equations

•Anl * 0 and

•anL 0 C12)

determines the and values.

Equation (12) must be solved in an iterative manner where the
initial estimates are obtained from the method of moments. The unbiased
m and w and their corresponding confidence intervals are obtained from
Tables by [8].

Woibull Size and Stress Distribution Relationship

'he basic equation for prodicting mean failure stress 3 of the
ring from mean failure stressop of flexure tests is P
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where a A1 dependence is assumed to regulate change in the failure stress. A
l 1 is the Weibull shape parameter obtained from the flexure data,

The a and A are the volumes or areas of the ring and flexural bar
respectively# depinding on whether surface or volume flaw theory is desired.
Determitation of K2 and K1 depends on the results from integrating the risk of
rupture relation

" X m

R f , w) d A (14)'A P

such that
m

R a KA1 ()
Notemu* .w(KA 4 )&im , whore u is defined in equation (12) and that K2 l

for ring, since it is assumed to be a negligible stress gradient through
ring thickness.

Statistical Flaw Distributi.n Theory_(Alternative Method.

An alternative surface dependent relation was applied to the flexur'e
data in order to vredict mean failure stress of the ring. This method in a
prior application successfully predicted tensile failure of 96 percent
alumina cylindrical rods from similar material and geometry using four
point flexure test, The maximum stress region wa5 considered in this
application. The size dependent relation for meni failure stress B
prediction of ring is

where K1 is determined from solution of

1 *÷ ) r (K-+

3. 7



Si

The ratio - is the coefficient of variation (C.V.) from flexure tests
01

and a and S are mean failure strength and standard deviation of flexure
test issults respectively.

A and A are areas of components subjected to maximum stress. This I
is a riasonaile assumption for the requirements in the1oing prediction
process since elementary fracture mechanics evaluation indicates that a
flaw on outer ring surface would have to be 23 percent greater than on the
inner ring surface for an equal chance of failure. Note with sizable
increases in K, the difference in surface areas of ring and flexure bar
will result in minimum effect for predicting failure.

RESULTS AND DISCUSSIONS

In Figure 5, p (probability of failure) vs. strength results for
billet number 2001 £re shown for both the ring (I) and flexure test (II)
results. Application of the Quantile Box Plot shown in Figure 6 indicates
bimodal distribution for the flexure test results. The mode representing
larger strength values were removed. This is justified since ceramic
material strength data is usually represented by an extreme value distribution
(e.g. Weibull) which is skewed to the left. An additional reason for
excluding the second mode resulted from the materials/test laboratory
responsible for the data indicated that difficulties existed with regard to
the test fixture used in obtaining the flexure results. Note the ring
results (I) were generally represented by a relatively smooth curve with
either no outliers or very few as shown in Figure S. The type of test and
the component geometry probably contributed to this situation. Note, the
Weibull shape parameters (Modulus M) of 5.85 and 12.2 respectively for the
flexure and ring data respectively, differed considerably when comparing
the two test results. These results should correlate reasonably well
otherwise application of the size effect relations described previously is
not valid. That is, if materials are similar their dispersion values
resulting from strength tests should be similar.

in Figure 7, the results from removal of second failure mode are shown
as II . This u-ni-modal representation of flexure data provides a relatively

smooth curve consistent in slope and appearance with the probability ranked
ring stress failures. The agreement between the dispersion constants (m)
is quite acceptable, therefore, allowing application of statistical flaw
distribution theory, where it is assumed that material and uniformity of
failure locations are similar for the two specimen geometries.

In Figure 8, the P, results for billet No. 4001 is shown. In this
case, outliers contamin ted the data as shown in Quantile Box Plot (see
Figure 9). Although the Huber and Andrews robust methods for determining
outliers is usually acceptable, the authors considered the Quantile Box
Plot more desirable. The arbitrariness in selecting tuning constaints and
scale parameters when applying the Huber Technique are the primary raasons
for relying on this simpler and more efficient Quantile Box Plot procedure.
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Since the Quantile function must initially be considered in d(termining multi-
modality, then it is a simple matter to complete the investigation using the
plot results. Additional results (Billets 1001 and 3001) are shown in Figure
10 and 11.

The results of predicting failure of ring from flexure test results are
shown in Tables 1, 2 and 3. In Table 1, a comparison of m values indicates
general agreement between flexure and ring results when the robust scheme is
applied. In the conventional Weibull prediclion process the predicted mean
failure stress of ring using robust data (T ) agreed somewhat better with

p
the actual ring failure results M• T) than the corresponding nonrobust case
(). 'If thf maximum stressed region is considered then the absolute percentdirference E MSA is reduced considerably when applying the robust method as

compared to nonrobust considerations (EWA). ERTA (total areas with robust

data) indicates poor correlation for all billets where minimum of 20 percent
is noted for 2001 series. From these results, it appears obvious that total
area consideration is a poor choice in size effect failure prediction even
with robustness. The results shown in Table 2 indicate Weibull volume depend-
ency relationships are not applicable in the predictive process since a
minimum percent difference of 62 exists when considering any of the four
billets.

The results from applying the alternative method 2 with robust data are
shown in Tabje 3. In general the method provided slightly better predictive
qualities (E ) than the Weibull approach when considering predicted and
actual mean ring failure stress. The C.V. values did not correlate well for
the 3001 series, predictive results were fLir (11% error) indicating that
actual equality of C.V. or m are necessary in applying these predictive
methods if robust data is used.

CONCLUSIONS

This paper has described a predictive process that successfully determined
mean failure of a large S.C.P.S. component (Hydroburst Ring) from flexure
tests on small specimens. The statistically size dependency relations of the
Alternative Method provided acceptable results with the Weibull method less
uesirable. The primary requirements are: the removal of outliers (bad data)
or bi-modal distributions by formal statistical procedures and considering
only maximum stressed surfaces in the predictive process for this particular
material and manufacturing process. Results have Indicated that S.C.F.S. is
not a volume or total area sensitive material in predicting its failure. It
has also been demonstrated that application of the robustness methods deter-
mines more realistic material characteristics in regards to the failure
stresses. Bad data (outliers) or multi-modality tend to distort the statistical
model in providing satisfactory failure prediction methods. The Quantile Box
Plot provided a more desirable method for obtaining outlier4 .4nd multi-modality
in the data. The Huber and Andrews procedures were less desirable because the
arbitrariness in selecting the tuning constants and scale measure. Synimetry
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assumptions prevented recognition of a separate set of outliers from either
of the tail regions of the distributed data in addition to not recognizing
multi-modality in the data.
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Figure 3i, Probability Rank Data
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Figure 5 - ProMbality o Failure Vs. Stress Ring and Floure Data
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Figure 7. Probability of Failure vs. Robust Flexure Pata-Caillet No. 2001)
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Figure 8. P~ vs. Failure Stress (Billet No. 4001)
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TABLE I - COMPARISON OF KEAN FAILURE STRESS PREDICTED VS. ACTUAL

APPLICATION OF WEISULL SIZE EFFECT EQUATION (AREA K.)

Predicted an Absolute Percent
Failure Stress IKSI) bigl. Prod. Vs.

Bllet Idntlflnatlon WelbuIl Shap Parameter Falu Strless Reslt tII.
Numoo and Numbr - 1n, ,, ,i 1.l

1001 - a1l) 5.4# 7.59 i.e 1.o 2.l 1.76 34 11 1

"3001 - (101) 1.86 1 8.77 1II. , 14 3.44 4.14 t0 39 9

$001 - fi10m 7.1 7.87 6316 1.05 3.43 4.29 as a is
4.001. • 1135) ,,, 8,2• /.40 3.14 3.32 4.06 22 , 3

_ _ _ _ 1- -1111 $41 , n3

f l elxcure Date TA - Total Area dt Spem.

I - RNino Dot MSA - Ma. Stress Arem

w - RIoDstness Error fS,)

T - Tested Ring Raesulb P • Predicted Result
M - Weblitl Medulus * Failure Stress

TABLE I - COMPARISON MEAN FAILURE STRESS
PREDICTED VS. ACTUAL (WEISULL ANALYSIS - VOL. KP,)

I Predicted Mean Failure Ab0olute
,Billet Stress IKS!D and.ACtual Percent lift.

Identificatlon Pp I eg Ew) EIl)

1001 1121 1.91 3.17 96 95

mo0t 1.31 2.5 4.14 a x5

3001 1.13 1.51 4,91 71 141

4001 12.14 l,1 4.01 96 O I

I - Ril- Oda

P. R Iobustness

P - Predicted Result

T - Test Resul (Ring)
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TAILE I C - O•'PARISON MEAN FAILURE STRESS
PREDIC11E1D VS. ACTUAL IAL'iRNATIVI METHOD

Predicted Moen Falalure
I1tIcai ' StrUll (KS II and Absolute Coefficient @1Idontiflictlori' Act a! I~ng To@t Ieuts Percent Diff, Variation

1(1.) -• ; I(%I (C¢,.V ICVi
1001 3.1 3e60' 3.15 5.0 11.0 .160 .149

2001 3.44 4.07 4,14 1.7 20.0 .101 .119

0oci .13 30.85 4,29 11.0 .,0 .160 .136

I • Flexure Data 7 • Ring Tell Results

I D Ring Dt 9 - Error Percent

A - Robustness C.V. - Coefficient of Variation
P• Predicted Ring Failure - Failure Stress
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THE TRASANA TERRAIN RESEARCH PROGRAM

Warren K. Olson

D. Hue McCoy

US Army TRADOC Systems Analysis Activity, WSMR, NM

1. Introduction. During the last decade, the US Army has grown increasingly
aware of a need to fight outnumbered and win, Its field manuals and training
literature are filled with suggestions regarding methods of generating "combat
multipliers" (Ref. 1), One combat multiplier often discussed involves taking
maximum advantage of battlefield terrain in the deployment of defensive and
offensive forces. The extension of this concept Involves the denial of
advantageous terrain to the enemy. The TRASANA Terrain Research Program
embraces this concept through the development of computer algorithms, terrain
data bases, and operations research methodology which can be applied in the
analysis of tactical alternatives and weapons systems effectiveness. The
program also seeks to improve the the generalized understanding of the
operational limitations imposed by the battlefield environment.

This paper discusses varibus computer programs, color graphics aide, and
digital terrain data bases which are used in TRASANA's day-to-day analysis
activities. New methods of developing and digitizing scenarios for insertion
in Battalion combat models are presented. Case studies of the effects of
terrain on battlefield activities are also provided, Finally, current
research efforts aimed at classifying terrain and generalizing its effects on
intervisibility and mobility are discussed.

2. Terrain Analysis Programs. Most of TRASANA's terrain analysis requirements
center around the need to understand intervisIbtltty conditions connected with
the Army's current and future target acquisition and weapons delivery systems.
These analyses are made more challenging by Army requirements to operate in
many theaters around the globe, and use both airborne and ground-mounted
surveillance and weapons systems in accomplishing Its missions. The computer
algorithms most frequently used in defining line-of-sight (LOS) conditions and
in visualizing battlefield terrain are described below. Many of these
programs are documented in Reference 2. However, other specialized, less
frequently-used algorithms exist for digitizing information, preparing and
collecting data, processing information, and in providing rapid analysis for
study support.

a. Optimum Vantage Point LOS Algorithm (OPTI)

This program uses Defense Mapping Agency (DMA) digitized terrain with
vegetation and urban development codes as a computational data base. The
program generates line printer contour maps, vegetation/urban code maps, and
line-of-sight (LOS) maps in a UTM grid reference system. The user may specify
the sensor/target location and altitude for three different sensor/target

This article also appears in the proceedings of the 21st Army Operations
Research Symposium.
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platforms (ground, helicopter/nap-of-the-earth, and fixed wing aircraft/
constant altitude). The LOS data is stored for use in a more sophisticated
program (OPT2) which examines the unions and/or intersections of coverage from
one or more sensors.

b. Optimum Vantage Point Pass 2(OPT2)

OPT2 uses the output from OPT1 as input. The program is capable of
producing LOS maps for any or all of the sensors preprocessed by OPT1. OPT2
can examine the union and intersections of any set of sensors with any second
set of sensors, This is particularly useful for examining the coverage of a
set of defender weapons against an expected area threat. The program can be
used to restrict the view of a given sensor to any direction with a limited
field of view. All outputs from this program can be directed to the CALCOMP
plotter or Color Graphics System and scaled to fit 1:50,000 maps (see
Figure 1).

c, Point to Point LOS (PT2PT)

Point to Point calculates LOS from a discrete point to a set of target
points. This program Is used in the calculation of advance route/flight path
exposure lengths and associated time durations from any given sensor. The
output can be directed to, CALCOMP plotter to give a profile of the terrain
between the sensor and the target. This profile will graphically show the
presence of vegetation and urban features (see Figure 2).

d. SEEFAR Model (AMSAA)

S.EFAR is an improved model for producing line-of-sight maps. Mainy
models determine whether a target is within view by mathematically
constructing a terrain profile between observer and target and examining It to
see if it interferes with line-of-sight; this requires generating a completely
new profile for each target position. SEEFAR avoids this time-consuming
profile generation by dynamically recording the characteristics of a "running
horizon" as computations are made for points further away from the observer.
For each target point, a check is made to determine whether the target is
behind the "horizon". This new approach results in a dramatic savings in both
storage and computing time requirements. SEEFAR Is ideally suited for
air/ground, large area analyses (see Figure 3).

e. Plot Contour.

This program plots topographic contour maps from digital data, and
includes vegetation and urban cover, The program is useful in both quality
assurance checks of the loaded data base, and in the simulation of battlefield
activities (see Figure 4).
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f. TRPGRFX.

This Color Graphics program displays elevation intervals in colored
bands; displays vegetation and urban features in appropriate colors; draws
observer (defender) locations and attacker routes; generates LOS to an area or
along routes only; provides a zoom-in capability for high resolution work;
generates LOS statistics (to include; probability of LOS, ln-view/
out-of-view distributions, first sighting range, expected opening range, and
average in-view/out-of-view segments per path); generates multiple attacker
routes (using formations), and develops attacker position vs. time, with an
LOS Indicator for post processing other statistics (see Figures 5-9).

g. CALCOMP 3-D Package.

The program draws 3-0 gridde* representations of the earth's surface
with or without perspective, viewed erom the surface itself or from a
defined altitude (see Figure 10).

h. 3-D Terrain Gray Scaling Progam.

This program produces a 3.0 perspective image of digital terrain data
by defining both a sun angle and viewing angle. The view on the Color Graphics
resembles an oblique aerial photograph of an actual terrain surface (see
Figure 11).
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I. LOS Graphics.

This program uses digitized terrain data with vegetation and urban
development heights as a computational data base. The program produces
contour maps, vegetation plots, and road nets, within a UTM grid reference,
using OPT1 as a driver model. LOS maps are produced almost instantaneously.
The effects of smoke on visual LOS can be readily displayed. The program also
produces composite LOS maps which show the union and intersection of LOS from
different sensor locations (see Figure 12).

I. CARMONETTE History Display Program.

This real time, Interactive graphics program displays the terrain,
position of fighting units, firing events, and kills from a CARMONETTE history
file, It can also be used to generate line-of-sight maps using the observer
locations and the CARMONETTE land-deck. The program is used to develop
scenarios and analyze battle outcomes (see Figures 13-18).

k. Data BaSe Display/DMA Merge.

This interactive program package "splices" multiple DMA terrain data
tapes, by allowing an analyst to see the entire data library while seated at
the Color Graphics console. The analyst, through joy stick or keyboard entry,
specifies the region desired for analysis purposes. The package then
automatically prepares the data file for use with other programs.

In addition to these programs, the Agency maintains a limited capability to do
mobility processing with the Army Mobility Model (AMM76). However, most of
the required mobility information is processed for TRASANA by the Waterways
Experlment Station, Vicksburg, Mississippi.

3. Computer Color Graphics. A RAMTEK Color Graphics System (CGS) installed
in 1977 interfaces with the TRASANA UNIVAC 1100/82 Mainframe computer. The
TRASANA Computer Graphics Facility (CGF) is an applications/user oriented
ineractive color graphics system. The hardware for the system includes a
RAMTEK 9300 color raster graphics system with associated devices (trackballs,
joysticks) Including four display units, a SAC sonic digitizer, and a VARIAN
V-77 minicomputer. The software includes *a CGF applications library, plus an
interface that permits use of the CALCOMP graphics library. The user programs
reside on the 1100/82 and the graphics facility programs reside on the V-77 in
an effort to distribute the workload for the CGF and therefore enhance the
rate of response for user applications. This system is used for terrain
analysis, detailed scenario preparation and many other analysis applications.
The system components are shown in Figures 19 and 20.

4. Digitl iTerrain Library. Most of the uigitized terrain data used for
study purposes comes from two sources. The topographic information (to
include elevation data at 12.5m intervals, vegetation, and urban features
data) are provided by the Defense Mapping Agency, Washington, D.C. For some
applications, including detailed combat modeling, additional information
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EQUIPMENT

1 UNIVAC 1108 HOST COMPUTER

1 VARIAN 77.613 MINI COMPUTER

5 VARIAN 620/1 MINI COMPUTERS

v 4 MONOCHROMATIC DISPLAYS

4 RAMTEK COLOR DISPLAYS

FI' 4 TRACK BALL/JOY STICK

I GRAPH PEN-3 DATA TABLET (36 x 36")

'I ELECTROSTATIC PR.INTLR/PLOTTER

Figure 19 TRASANA RAMTEK Color Graphics System

Figure 20 Color Graphics Facility
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concerning cover, concealment, and on-and off-road trafficablilty are
required. This data is purchased under contract from the Waterways Experiment
Station. Detailed data are available for several regions around the world
(Ref. 3). Some of the available regions are shown in Figure 21. Other DoD
agencies and contractors are currently involved in the development of data on
the structure of cities for use In studies of military operations in urban
terrain (MOUT). The Defense Mapping Agency will shortly develop a newprototype land combat data base for evaluation (see Appendix A). If approved,the new data base would provide analysts with heretofore unavailable digital

data, addressing surface configuration, surface features, surface materials,
hydrography, movement and other features (approximately 200 bits of
Information would be stored per grid point). A DMA prototype land combat data
base for Ft. Lewis, WA will be available for testing in November 1D81.

5. Test Applications. With these tools and data bases, it is possible to
invetigate many aspects of the intervisibility "combat multiplier" without
programming expensive field tests, scheduling manpower and equipment,
experiencing delays due to weather, and facing a host of other problems.
Rather, in the comfort of a computing laboratory, the analyst can easily
duplicate many of the measurements made in previous field tests such as the
NATO Range Study, Lost Horizons, TETAM, HELAST, and CHINESE EYE. These
measurements and studies can be completed in days or weeks, as opposed to the
prevous yard stick of months or years. Also, it is possible to analyze
regions of the earth's surface which are not readily accessible for field
testing, either due to distance, land use, or political considerations.

In order to feel comfortable with the results of these simulations, however it
must be demonstrated that the computer algorithms and data bases are capable
of closely matching field test results. In the late 1960's and early 1970's
some effort was spent comparing computer predictions of intervlsibility with
major field test results. The findings were somewhat mixed, but held promise.
Difficulties with the documentation of the field tests and digitized terrain
resolution were noted, and modifications to some of the computer algorithms
appeared warranted.

Recently, TRASANA had the opportunity to access some high resolution field
test results developed by the Combat Development Experimentation Command
(CDEC) during a telemetry test at the Army's new training facility at Ft.
Irwin, California (Ref. 4). In the referenced study, while using the terrain
analysis programs to optimize an RF posittutilocation system, TRASANA was also
able to validate these models with actual telemetry data.(See Figure 22).
This study Is reported in detail in a separate 1981 AORS paper. It is
sufficient hiere to note that 88 percent agreement between measured and
simulated results was demonstrated. This is a remarkable achievement,
considering the nature of the terrain and the fact that the telemetry system
which produced the test data has a slight (but unquantified) capability to
"see" beyond the horizon and through veqetation. In the Ft. Irwin study and a
companion study just completed for tht u. Sill HELBAT 8 Test (Ref. 5), the
LOS programs haie also been used to grade coverage quality, to "orthogonalize"
positions in order to minimize target location error, and to optimize coverage
with a minimum investment in equipment (see Figure 23).

422 4



tA

-4



ci
5-

I,
m
I-

U.

"1

ci
I-

ci
N 6

0�

CJ

ci
L

Lh.

_____ ___ 1��



Disagree ~A-Station Agree(}

Seen By • Seen By Total Percent
Number Seen Not Computer A-Station

___,_ Seen Only Only+ A.rement

1 26 67 1 6 93

2 14 83 2 1 97

3 46 47 2 5 93

4 32 56 11 1 83

5 24 69. 3 4 93

6 43 48 1 8 91

7 26 60 1 13 86

8 21 60 18 1 81

9 39 48 6 7 87

10 28 60' 4 8 88

11 47 41 6 6 88

12 53 35 S 7 88

13 38 47 5 10 85

"14 15 77 3 5 92

15 30 57 6 7 87

16 39 50 2 9 89

17 30 54 16 0 84

18 48 39 12 1 87

19 11 70 14 5 81

AVERAGE 32 56 6 88

Figure 22 Fort Irwin Computer Simulation/Field Test Comparison
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6. Terrain Analysis Studies. The TRASANA Terrain Research Program is also
used to support a wide variety of Amy studies, ranging from weapon systems
design, to studies of tactics, reliability, and trade-off analyses between
competing systems. Preprocessed information is also developed for use in
higher-level models. Several examples are provided below.

a. ATGM Design.

One class of problem which occurs periodically concerns the
ap ropriate range capability for a given type of antitank guided missile
(AMGM). Ina recent analysis, 16 scenarios were evaluated with regard to LOS
and firing opportunity (Figure 24). Distributions of engagement ranges and
intervisibility lengths were developed for European and Middle Eastern
scenarios. The results show that increased engagement opportunities could be
achieved by extending the range of the medium range ATGM from 1000 to 2500
meters; however, the value of increasing the range of long-range (heavy) ATGMs
beyond 4000m, especially In the presence of smoke is doubtful (Ref. 6).

b. Main Battle Tank Reliability.

Addressal of the significance of M1 tank reliability test data
recently required the analysis of distance moved on the battlefield during
combat (see Figure 25). Analysis of fourteen European scenarios shows that
the distribution of movement distances is log normal with a mean of 10.Okm
per move (Ref. 7).

c. IFV/CFV Fighting Tactics.

Studies have been done which address the advantages of using pop-up
tactics to limit exposure of the new class of fighting vehicles. It has been
found that considerable natural defilade exists for use as fighting positions,
that the pop-up tactic enhances survivability without a major degradation in
target-servicing capability, and that based on the typical size of the killing
zones, a four-missile launcher is desirable to minimize crew exposure and time
away from position during reload (Ref. 8).

d. SOTAS/PAVE MOVER Intervisibility Modeling.

Questions concerning the level of detail required in air-to-ground
intervisibility analyses in northern Europe and the need to provide
intervisibility inputs to Division. and Corps-level wargames prompted a
research effort which in part analyzed the level of correlated intervisibility
from laterally separated aerial target acquisition positions (see Figure 26).
It was concluded that in the NORTHAG area, medium-altitude aerial surveillance
can be modeled reasonably well by selecting one general platform position
which represents the position of the device within a Dvislion area. Multiple
ositions separated from each other laterally by as much as 20km still exhibit
OS probabilities with correlation coefficients of 0.72 - 0.83, with a mean of

0.78. Reasonable surveillance Is possible in this area using a mission

427
~ ______________ . I

II



L 5122 SCENARIO NO. 11

40 FIRING OPPORTUNITIES FOR TOW

3- M- 12uM 70- M - $ M
O" ISUM 0 361 M

30= 600

50-

I: *40
30*

10-

M 10 10

1 3 4 1 1' 22 3 4 7 17 I10
RANGE (KM) LENGTH 1100 MI

IN.VIEW SEGMINTS IN-VIEW IIGMENT LINGTHE

4I

FIRING OPPORTUNITIES FOR IMAAWS

M - 14EM M. U4m
30 0 " 554M 600 J110 M

21- BON30
20 1

,120

101 20

I 10-

I 10

S I I I A I I I I I Foal1 2 3 4 S I 23 4 1 1 1 10

RANGE (KM) LINGTH 1100 M)
IN-VIEW SEGMENTSI IN-VIEW SEGMENT LENTONE

Figure 24 ATOM Firing opportunities

428



altitude of approximately 1500m, AGL. It was found that target exposure Is
sensitive to the type of vehicle movement -- cross-country or on-road.
High-altitude surveillance missions of the PAVE MOVER variety can be modeled
reasonably well using the SOTAS results for look-down angles between 1.0 and
9.0 degrees. This study is now being extended into the CENTAG region, since
it Is expected that the rougher terrain in the south may change statistics and
operating altitudes considerably (Ref. 9),

7. Terrain Classification Resarch. The above discussion captures the varied
flavor of the terrain analys!ý ton required to support US Army studies, and
points to a need to generalize results whenever possible. Because of this
requirement, an International 4orktng party was formed in 1978 to share
Information and then to 14K ways of classifying terrain and its effects on
.mlitar operations. The present effort emphasizes the causal rdlationships
which drive the results of intervisibility and mobility analyses. In order to
assist the development of a workable intervisibility classific4tion system,
TRASANA has embarked on a 30 man-month research program designhd to
investigate the relationships among terrain geometry, LOS statistics and
predicted battle outcome. The TRASANA study (see Figure 27)'will utilize
digital topography, intervisibility computer programs, and the CARMONETTE

[ battalion combat simulation In an attempt to establish intnrVisibility
relationships within the context of military scenarios for selected regions of
West Germany. This approach was developed based on experience gained in prior,. ~US studtestisee Refs, 10.14). The goal of the study is 1to ldentif• a

Us1 .o ticlassificat on scheme based on topography and surface clutter which can beiif! used to predict int~eryis1611ity conditions for a wide range of military
systems,,
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a. Test Areas.

Seventeen test map sheets have been selected based on the
availability of appropriate digital data and the variability in surface
roughness (See Figures 28-30). These regions can be grouped into ten test
areas (Figure 31) using the 1974 Natick Landform Classification System, which
together represent nearly 55 percent of the variability in surface roughness
for West Germany. The test areas allow limited comparisons between two or
more map sheets representing the same terrain "type". They also permit the
comparison of statistics generated via computer models with those developed in
certain field trials. Visualizations of the variability in surface roughness
are shown schematically in Figure 32 and in a 3-D plot of t'he Neumarkt region
in Figure 33. The codes for the Natick Landform Classification Systei (Ref.

S.:. 11) are provided in Figure 34.

b. Intervisibility Classification System.

The Natick classification system depicts the typical surface roughness
of a landform compartment (see Figure 30) by describing its maximum local
relief, modal local relief, and number of positive features per mile along
random transect through the compartment. Together, the latter descriptors
present a sinusoidal picture of the typical terrain profile in a compartment,
modified periodically by larger hill masses ("outl;ers") as. defined by the
maximum local relief. FoO areas free of any surface clutter, there appears
to be some positive correlation between landform type and intervisibility
statistics. However, most intervisibility is further modified by vegetation
and cultural features (urban areas) which appear on maps, but which are not
described by the Natick system.

To remedy this difficulty, a tentative vegetation/urban classification system
has been developed (see Figure 35) which is patterned after the structure of
the Natick System. The TRASANA system for classifying this surface clutter
uses three additional identifiers to describe vegetation and urban features in
terms of their median height, median thickness, and median separation. The
infurmation required to classify a region in this manner i s developed through
computer processing of DMA digital topographic data. The computer programs
allow the classification of vegetation and urban features either separately or
jointly and provide statistics useful in the analysis process (see Figures
36-39). The map information summarized in Figure 40, plus LOS statistics will
be used to test and modify the above classification system as necessary during
the course of the study. A preliminary statistical design is provided in
Appendix B.

c. Tactical Scenarios.

Since a major goal of the classification study is to develop a system
which can predict military intervisibility conditions without large scale
field trials or massive computer simulations, it is important that the LOS
statistics to be used in the development of the classification system reflect
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1. L7128 NbRDLINGEN
2. L7130 TREUCHTLINGEN
3. L3726 PEINE
4. L3926 BAD SALZDETFURTH
5. L2928 BAD BEVENSEN
6. L2930 DAHLENBURG
7. L2924 SCHNEVERDINGEN
8. L6336 ESCHENBACH
9. L5122 NEUKIRCHEN

10. L6734 NEUMARKT
11. L6736 VELBURG
12. L6936 PARSBERG
13. L5320 ALSFELD
14. L5324 HUNFELD
15. L5928 HASSFURT
16. L5524 FULDA
17. L5526, MELLRICHSTADT E

Figure 29 Terrain Classification Map Sheets
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•CENARIO MAP TERRAIN 'TYPE fRO %

1, NORLINGEN L7128, Lt7130 BAa 8

2. BRAUNSCIWEIO ,%3720, 2Ab 18
ICHINESE ~ E.E)928

3. U[I[D L2928f L2930 39b 2(KINS R1091

4, $C 3•6iRIG_ _ L2824 38b -

5. oRATEwo, NWOHR . L 8.335 4C _ 1

S, ALSFELO tIrEAM 401 5122 ,ac 5

7, HOUCINF!LS L06734, L.6734 50d 14
ITETAM, NAIO . L5320, L,0381

8, HUNFILO L5324 5190 2

6. SCMWINVURT 15026 lb3-
10, WPSM2L (WILOFU CKINJ .4524, .5528 K, .1

Figure 31 Proposed Terrain Classification
System Test Areas
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Figure 32 Sample Landfornms (Natick Classification)
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MAXIMUM HILL HEIGHT (LOCAL RELIEF)

DESCRIPTOR CLASS INTERVAL

1 0-10 METERS 0 -33 FEETl
2 10 -30 33-
3 30-50 99- 165
4 50-100 165 -330

7 100-300 330-9 3
6 OVER 300 OVER 990

MODSL HILL HEIGHT (LOCAL RELIEF)

DESCRIPTOR CLASS INTERVAL

A 0 -10 METERS 0- 33 FEET
B 10 -20 33 -6
C 20 -35 6- 115
D 35 -50 115 -165 $

E50 -75 165-248
F 75 -100 248 -330
G 100 -125 330-413
H 125 -150 413 -495
1r 150 -175 495 -578
J 175 -200 578-660
K OVER 200 OVER 660

NUMBER OF POSITIVE FEATURES PER MILE

DESCRIPTOR CLASS INTRVAL

a 0-0.8 KILOMETERS 0-0.5 MILES
b 0.8 -1.6 0.5-1.0
S1A - 2A4 1.0 - 15

d 2 - 3.2 1.5-2.0
e 3.2 - 4.0 2.0-2.5

OVER 4.0 OVER 2

Figure 34 Natick Landform Classification Descriptors
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VEGETATION/URBAN CLASSIFICATION DESCRIPTORS
MEDIAN HEIGHT

DESCRIPTOR CLASS INTERVAL

1 0 - 2.5, METERS 0 - 8.3 FEET

2 2.5-5 8.3 - 16.5
3 1 -10 - 16,5- 33.0

4 10 -15 33.0 49.5

5 15 20 49.5 66.0
6 OVER 20 OVER s6o0

MEDIAN THICKNESS
DESCRIPTOR, CLAS NERVAL

A 0 -0.2KM 0 -'0.1MI

B 0,2 - 0.4 0.1 - 0.3
C 0',4 - 0,6 0.- 0.4
O 0A6 - Ole ' 0.3 - 0.4
o Ole - 0.8 0.4 - 0.5
E 0.8 -. 0 0.5- 0.8

F 1.0 - 2.0 0,6-1.3
S2,0 - 3.0 1.3 -1.9

"H 3.0 - 5.0 1.9 - 3.1
I OVER 5.0 OVER 3.1

MEDIAN SEPARATION
DESCRIPTOR CLASS INTERVAL

a 0 -0.2KM 0 -0.1MI
b 0.2 - 0.5 0.1 - 0.3

@ 0.5 -1.0 0.3 - 0.8
d 1.0 -1.5 0.6 - 0.9

15- 2.0 0.9 - 1.3
f 2.0 - 3.0 1.3 -1.9

9 3.0 -4.0 1.9 - 2.5

h 4.0 - 5.0 2.5 - 3.1
I OVER 5.0 OVER 3.1

Figure 35 Class Intervals - Vegetation/Urban Descriptors

438

1A



40

tsit 
LT Its1

a101 
ivI(m l Atilt.

0,U1~ 
1100W 

$.aO@ ~f~h

$0Am Simi l.V ANDS i* 
*ttL PII

Si vo1?~ via ADlS owi 
14401.1 lK1VINVAO.~ *

MAN 00 ill.

act,~. 
Stt 10114 d4 ll.

is?

Figure 31 Distribution of Vegetation/Urban Coll 
Separation Distances

439



CLUTTER MEANS jE-W/N-S)
MAP: L7130, TREUCHTLINGEN

LANDFORM: lAa, 4AEc

490 V TATION Rlb)
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1220
1.0 2.0 3:0 4,0

KILOMWTIRS
Figure 38 Sample Vegetation/Urban, Distribution (Treuchtlingen)
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Figure 39 Sunmmary Map Sheet Analysis
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MAP STATISTICS

1. TOPOGRAPHY
V- *' HIGH POINT (ELEVATION, COORDINATES)

10 LOW POINT IELEVATION., COORDINATES)
* MAP RELIEF (HIGH - LOW)

2. LANOFORMS
* MAXIMUM HILL HEIGHT
0 MODAL HILL HEIGHT
* POSITIVE FEATURES

3. VEGETATION
* PERCENT VEGETATIONI * NUMBER OF PATCHES
* MINIMUM AREA, DIMENSIONS
* MAXIMUM AREA. DIMENSIONS
* IMENSION DISTRIBUTION
* HIEIGHIT DISTRIBUTION

4. URBAN AREAS
0 PERCENT URBAN
* NUMBER OF PATCHES
* MINIMUM AREA, DIMENSIONS
* MAXIMUM AREA, DIMENSIONS
• DIMENSION DISTRIBUTION
* SPACING DISTRIBUTION
* HEIGHT DISTRIBUTION

Figure 40 Map Statistics
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a valid military setting. To insure this, detailed tactical scenarios and
overlays are being prepared for each test area. An example is provided in
Figures 41-45 for the Peine Map Sheet (L3726). This scenario portrays a BLUE
covering force area (CFA) and main battle area (MBA) battle (Figures 42 and
43). Only the last positions of the units in the CFA are included. The
scenario consists of one cavalry troop in the CFA and one tank battalion task
force in the MBA. In the MBA, the battalion Is deployed with two company
teams forward with one company positioned on the commanding terrain in the
center. A total of 6 tank platoons, 3 mach platoons and 3 cavalry platoons
are available to the force. After completing the covering force mission, the
cavalry troop is attached to the tank battalion and is attached by platoon to
the companies in the MBA.

The RED attack (Figures 44 and 45) consists of a reinforced motorized rifle
regiment attacking on two axes. The attack uses three battalions abreast with
the fourth battalion being committed in the center after seizure of the
initial objectives. The RED plan depicts the route of advance of each
battalion and the formation of these units as they proceed in the attack.

The overlay originals are color-coded and keyed with the respective legends to
allow the considerations of all likely vehicle attack paths and occupied
defensive positions during the intervisibility analysis.

In this analysis, it is desired that all statistics gathered reflect
information from tactically realistic scenarios. In order to do this, the
movement of an attacking threat force must be simulated. That is to say, once
a given attacker route is specified, the movement and location of individual
vehicles within a given formation is needed. This Is referred to as the
"multiple route" problem. Digitization of individual routes was tried for one
scenario. This is not a feasible solution to the problem for several reasons.
First, the volume of data is enormous. Second, movement and phasing of
individual vehicles within a formation is still a problem. Therefore, a
computer algorithm was generated which gives the time/position history for
each vehicle along a given attacker route. Basically, the routine generates
the position for a lead vehicle In a formation and maintains the integrity of
that formation by having all other vehicles follow a course parallel to the
attacker route at constant trailing distance.

d. CARMONETTE Analysis.

A subset of the available tactical scenarios will be prepared for
insertion In the CARMONETTE battalion-level Monte Carlo combat simulation.
The intent of this effort is to develop time phased engagement results which
can be compared with LOS statistics to examine the effects of intervisibility
on battle outcome. Although this is an interesting research topic in its own
right (see Ref. 12), the main objective of this effort will be to gain insight
concerning multiple lines-of-sight in a realistic m-on-n target engagement
environment. These results will be useful in the further examination of LOS
"coherence" phenomena (occasions in which LOS correlations exceed 0.7).
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LEGEND

WITHDRAWAL ROUTE, 3rd PL, CAV TROOP

WITHDRAWAL ROUTE, 2nd PL, CAV TROOP

WITHDRAWAL ROUTE, MECH PLT, A CO

WITHDRAWAL ROUTE, lit PLT, CAV TROOP

WITHDRAWAL ROUTE, 1St TK PLT, A CO

WITHDRAWAL ROUTE, 2ha 'K PLT, A CO

WITHDRAWAL ROUTE, 2nd TK PLT, S CO

WITHDRAWAL ROUTE, lit TK PLT, 8 CO

WITHDRAWAL ROUTE, MECH PLT, 8 CO

WITHDRAWAL ROUTE, It TK PLT, C CO

WITHDRAWAL ROUTE, 2nd TK PLT, C CO

WITHDRAWAL ROUTE, MECH PLT. C CO

PLT BATTLE POSITION

C) SUBSEOUENT PLT OP (UNOCCUPIED AND PREPARED)

HELICOPTER UNIT

EI• h • MINEFIELD (GEMS$ LAYED.DENStTY .004 MINES/m2
GEMN$ .004

PPfl PASSAGE POINT

* A GUN POSITION WITHIN PLATOON BATTLE POSITION

NOTES

1. ONE 08 BATTALION IN SUPPORT (155M)

2. ONE BATTALION 8"/MLRS GSR

Figure 42 BLUE Force Legend (Pelne)
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LEGEND

COLUMN FORMATION MOTORIZED RIFLE SN
4 TKS, 10 SIMPS, 4 TKS, 10 OMPS, 2 ZU 23-4,
4 TI(S, 10 SIMPS, 2 BTR.O0. 2 SAS8

(50 M BETWEEN VEIHICLSIJ

COMPANIES ON LINKE PLTS IN COLUMN
TTT1 TTTT

BIB BOB
(50 M BETWEEN VEHICLES8;

TTTT 100 M BETWEEN COMPANIES)
mm.
BOB

COMPANIES IN ASSAULT LINK PL.TS IN COLUMN I

TTTr TTTT TTTT
son Bx BO (50 M 6ETWEeN VEHICI.ES:-

BOB BOB BOB 100 M BETWEEN COMPANIEP)
Bell BOB IBO

ASSAULT LINE -TANKS LEADING INFANTRY
T T T T (25 M BETWEEN IMP3., 100 M. BETWEEN TANKS;

0 a aa 1 50M BETWEEN LINES)

COMPANY COLUMN
14 TKS, 10 IMPS) -50 M BETWEEN VEHICLES

~- 2d ECHELON TANK BATTALION IN COLUMN
40 TANKS (100 M BETWEEN VEHICLES)
MOVE 5 KM BEHIND LEAnING BATTALIONS
COMMUTED PAST OIJ URAL AFTrER SEIZURE

TANK COMPANIES IN ASSAULT LINE -PLTS IN COLUMN
T TT T TY T TT
T 7T T TT T TT W0M BETWIENNVEHICLES,,
T T T T T T T T T 100 M BETWEEN COMPANIES)
T TT T TT T T Ti

T T T

HELICOPTER UNIT

RECON COMPANY (REOT) IN COLUMN

4 PT 76, 3 IMP, 2 ITR

OVERWATCH VEHICLES

Figure 44 RED Force Legend (Pelne)

446



rI

/I Y

I

(

|I



e. Tactical LOS Measures.

During the study several tactical intervisibility measures will bedeveloped for use in the classification effort, as well as in extending the
knowledge of battlefield characteristics (See Figure 46). Some measures(Figure 47) are classical in nature and have been used in a variety of pasttrials and studies. Others, especially ALOS/DLOS and coherence, are
relatively recent in usage and give promise of being highly correlated with
predicted battle outcome (see Figures 48-52). Additional statistics suggestedby the CHINESE EYE and KINGS RIDE field trials or this analysis will also be
examined.

f. Classification Work Outline.

As of 1 October 1981, the intervisibility classification work outlined
is app roximately 50 ercent completed, Figure 3 indicates the major tasksand shows partially (/) or fully completed (X) work for each of the ten test
areas. It is anticipated that the remaining effort will be completed and arecommended interim intervisibility classification system will be available in
Mid-i982.

g. Mobility Classification.

A paral lel international effort concerning the classification ofterrain with regard to tactical mobility is also in progress. This effort
will use a screening process to arrive at a group of map sheets for detailed
analysis (perhaps utilizing some of the same scenarios generated for the
intervislbility work). From thls work, a library of digtized mobility data
will be developed which represents specific map sheets in great detail, and
which will be related through factor overlays to broader regions, for"inferential purp)ses. The results of themobility classification research are
•expected in 1983.

h. Summary.

Although the effort outlined above involves a difficult problem whosesolution has evaded researchers for several decades, TRASANA believes thatthe scope of the current work program is broad enough and the tools are now
available to permit a major advancement of the understanding of
intervisibility in a tactical environment. If the work remains uninterrupted,
a breakthrough in the ability to classify terrain and use that classificationsystem for predictive purposes (see Figure 54) is anticipated. Such a systemwould have multiple uses within the military operations research community.
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TACTICAL LOS MEASURES

* PROBABILITY VS RANGE

* IN-VIEW DISTRIBUTION

* OUT-OF-VIEW DISTRIBUTION

* OPENING RANGE DISTRIBUTION

* ALOS/DLOS

*CORRELATION

0 COHERENCE
Figure 46 Tactlcal Line-of-Sight Measures
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L 3726 SCENARIO NO. 7

40 FIRING OPPORTUNITIES FOR TOW

35 M- "78 M M 1o4S M
0 1317 M 00 1070 M

30

26-

20 4

35

25
10 10 20, .20

t -15S1- i. 10 16

1 2 3 4 P 7 3210

RANGE IKMI LENGTH (100 M)
IN.VIEW SEGMENTIS IN-VIEW SEGMENT LENGTHS

FIRING OPPORTUNITIES FOR IMAAWS

40-

35" M - 30 m70M0 M- 117 M
O f 1083 M 0 1015 M

30- 0

25 I20- 40.. so
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10" 201
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510 10

: ~ ~ ~ 1 Ili T I
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Figure 49 ATGM Firing Opportunities
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Figure 47 Functional Curve Fit -
LOS Probability
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Figure 48 Functional Curve Fit -
LOS Probability
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I
FARREL TERRAIN/TACTICS RESEARCH

(VRI DUSA-1 FR77-1)

PREMISE: AY CLASSIFICATION OF TERRAIN BY EXPOSURE CHARACTERISTICS
IS USEFUL ONLY TO THE EXTENT THAT IT PROVIDES INFORMATION
REGARDING THE POTENTIAL OUTCOMES (PDFWIN) OF COMBAT ON
ALL TERRAINS IN A CLASS.

CONCLUSIONSe

1. COMBAT RESULTS NOT CORRELATED WITH AVERAGE:

A. EXPOSURE LENGTH
B. PERCENT OF PATH EXPOSED
C. NUMBER OF SIMULTANEOUS EXPOSURES
D. LAST COVERED RANGE (90Z)
E OPENING RANGE
F. PLOS

2. PDFWIN IS STRONGLY CORRELATED WITHA

A. ALOS(N)/DLOS(N)
B. ATTACKER EXPOSURE COORDINATION

3. WEAPON SYSTEM STUDIES DON'T NEED MULTIPLE SCENARIO TEAMS
WORKING ON SAME TERRAINj DO NEED IULTIPLE SCENARIOS/TERRAINS.

Figure 50 Farrell Terrain/Tactics Study Conclusions
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ALOS(N 0) MEAN NUMBER OF SECONDS (IN RANGE BAND) IN WHICH AN ATTACKER

WEAPON SYSTEM WOULD HAVE No OR MORE EXPOSED TARGETS AND
WOULD BE TACTICALLY PERMITTED TO FIRE.

DLOS(N 0) *MEAN NUMBER OF SECONDS (IN'RANGE BAND) IN WHICH A DEFENDER
WEAPON WOULD HAVE No OR MORE EXPOSED TARGETS AND WOULD BE

TACTICALLY PERMITTED TO FIRE,

ALOS (1-H) MP1TeF
B' LOS (I-H) (Q-(1-P2)t;)T + F

WHERE

H •DEGREE TO WHICH ATTACKER USES COVERED ROUTES

PI FRACTION OF OPENING RANGE BAND IN WHICH'A RANDOM POINT IN
THE AREA (1M DEEP AND AS WID$E AS THE DEFENDER FRONT) IS

WITHIN TACTICAL RANGE OF AND HAS LINE-OF-SIGHT TO AT LEAST
101 OF THE DEFENDERS

M - FRACTION OF TIME ATTACKER IS ABLE TO SPEND FIRING WHILE

ADVANCING

T , TIME REQUIRED FOR ATTACKER TO ADVANCE 1KM

F AVERAGE AMOUNT OF TIME ATTACKER SPENDS STOPPED IN FIRING

POSITION

P2 AVERAGE FRACTION OF THE OPENING RANGE BAND AREA VISIBLE TO

RANDOM DEFENDER

C - ATTACKER'S DEGREE OF EXPOSURE COORDINATION, A NUMBER BETWEEN

1 AND THE NUMBER OF ATTACKERS REPRESENTING THE AVERAGE

NUMBER OF XDPPINIM TARGETS PROVIDED BY THE ATTACKER

Figure 51 ALOS/DLOS Definition
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COHERENCE/CORRELATION

BB

"A.B 11-All 11-BI

neL

Figure 52 LOS Correlation Calculation
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Figure 53 Terrain Classification Work
Outline (1 Oct 81)

1. EXTEND LOS INFORMATION DERIVID IN PREVIOUS
lTUODIE/TEDT71 TO NEW REGION$ OF SIMILAR

l• |SURFACIK GEOMEITRY.
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Figure 54 Intervtstbilty Classification Uses
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8. Conclusions. Many advances in terrain analysis software have been made
since tne late '1970s. Visualization of the battlefield on computerized color
graphics is now commonplace. It is now also possible to develop detailed LOS
masking infomation complete with statistical analysis in under six minutes of
computer processing time for regions up to 40 x 70km in size (Refs. 9 and 15).
This represents a ten-fold quantum Jump in processing capability which did not
exist two years ago. The accuracy of computer predictions has also been
quantified and found reasonable for most applications. As processing
capability has improved, so has data base coverage, although to a lesser
degree. Possible hear-term development of a newDefense Mapping Agency land

DApoutowol ipveteapblttodladcmaanlssicombat data base would do much to Improve analysis capabilities* Longer term,
DMA productiton would f!,prove the 'capabilitty to do land combat anal~ysis in a

wide variety of locations around the world. Once this feasibility is

demonstrated, transfer of this intelligence/operatlonal planning capability-,from t:he laborat:ory to tactical un1its in the field is sure t:o follow.
rinally, if the terrain classification research program Is successful, It will
be possible to generalize and extend analytic efforts to other regions when
time or lack of data prevent detailed analysis -- and do it with confidence.
The decade of the 1980s promises more improvements In store for this important
"combat multiplier".
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APPENDIX A 26 August 1981

PROTOTYPE FORT LswIs-YAK'IMA TRAI-aIN AREA*
TACTICAL TERRAIN ANAL!S= DATA BASE (TT.AMB FCRYAT

FOR 1:50,000 SCALE PRODUCTS
Bit # of

Data Element Designation Bits Code Value Reoresented

I. Surface Configuration Overlay

Elevation (m) 1 - 16 (16)

Slope (%) 17 - 20 (4) 0 No Data
1 0- 3
2 3 - 10
3 10 - 20
4 20 - 30
5 30 -45
6 >45
7 Naturally and/or culturally

dissected land (0->U5)
(Numerous s=all hillocks,
sand dunes, glacial debris,
landfills, dumps, etc.)

8-14
15 Open Water

il Vegetation Overlay

Type 21- 26 (6) 0 No Data
I Agriculture (dry crops)
2 Agriculture (wetland rice)
3 Agriculture (terraced crops,

both wet and dry)
4 Agiculture (shifting cultivation)
5 Brushland/Scrub (45m high,

nearly open to medium spacing)
6 Brushland/Scrub (<-5m hig,,

medium to dense spacing)
7 Coniferou3/Evergreen Forest
8 Deciduous Forest
9 Mixed Forest

10 Orc-hard/Plantation (rubber,
palm, fruit, etc.)

11 Grassland, Meadows, ?asture
12 Grassland with Scattered Trees,

Some Scrub Growth
13 Forest Clearings (cutover areas,

burns, etc.)
14 Swamp (mangrove, cypress, etc.)
15 MarshlBog (peat, muskeg, etc.)
16 Wetlands (L.S.:., low-lying wet

areas)

*NOTE: On account of programming time limitations, this Fort Leuis-Yakima prototype
is a condensation of the full proposed Tactical Terrain Analysis Data Base. Numerous
data fields have had to be compressed, omitted, or specifically tailored to the Fort
Lauis-Yaki=a terrain conditions to meet these limitations.
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Bit , of

Ty-pe (Con't) .).rd/Hop-garden
jAmboo

19 Lae Ground
20-22

23 Open Water
24 Built-up Areas

25-29
30-63 Mot Used

Canopy Closure (5) 27 - 29 (3) 0 No Data
1 0-25
2 25 -50
3 50 -75
4 75 -100

5-7

Tree Height (a) 30 - 33 (4) 0 qo Data
1 0- 2
2 2- 5
3 5 -o
S10 - 15
5 15 - 20
6 20 - 25
7 25 - 30
8 30 - 35
9 > 35

10-15 Not Used

Stem Diameter (m) 34 - 37 (4) 0 No Data
1 0

(Note: CC4 formula uses meters 2 .00 - .02
and these ranges were selected 3 .02 - .04
because they best correspond to 4 .04 - .06
the PUsh-ovqea Limits of the 5 .06 - .08
vehicles for which we compute 6 .08 - .10
CCM) 7 .10 - .15

8 .15 - .20
9 .20 - .25

10 .25 - .50
11 .50 - 1.00
12 1 - 3
13 3 - 5
14 5 - 10
15 7 10

Stem Spacing (m) 38 - 41 (4) 0 No Data
1-9 0 - 4.0 (by 0.5)
10 4 - 5
11 5- 6
12 6- 8
13 8- 10

14 10-15
15 > 15

Best Available Corr
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Bit Is Re re en e

Data Element D.si.t.... Bits Code Value Represented

Vegetation 42 - 46 (5) 0 0

Roughness Factor 
1 .1
2 .2

3 .3.
4 .4
5 .5

6 .6
T T7
8 .8
9 .9

10-31 Not Used

Undergrowth 47 - 48 (2) 0 No Data
1 None
2 Sparse

3 Dense

Tree Crown 49 - 51 (3) 0 No Data

Diameter (meters) 1-7 Not Used

(Notew Need if we intend to do inter-

visibility or line-of-sight products;

othervise will remain zeroed out)

Height of Lowest 52 - 54 (3) No Data

Branch (meters) L-7 Not Used

(Note: Same as above)

LI. Surface Material Overia-"

Tye 55 -60 (6) 0 No Data
1 GOW - Gravel, well graded

2 G? - Gravel, poorly graded
3 G, - Gravel, silty
4 GC -'Gravel, clayey
5 SW - Sand, well graded

6 SP -, Sand, poorly graded
7 SM - Sand, silty
8 SC - Sand, clayey
9 L - Silt

10 CL - Clays
11 OL - Organic silts

12 MH- Inorganic silts

13 CH - Fat clays
14 OH - Fat organic clays

15 PT - Organic, peat

16 Snowfield/Glacier
17 Rock outcrops
18 Evaporite

19-61
62 Open water
63 Not evaluated (built-up areas,

ete)

6 Best Available Cop.



Bit 0 of
Data Element Designation Bits Code Value Represented

Qualifier 61 - 65 (5) 0 '1o Data
1 None
2 Boulder field
3 Quarry, mine, diggings
4 Bare rock, smooth
5 Lava fow
6 Dunes
7 Loose
8 Karst
9 Lateritic

10 Permafrost
11 Frequent stone or rock outcrops
12 Dissected
13 Metal/ore slag dump
14 Tailings, waste pile
15 Strip mine
16 Rugged bedrock

17-31

Stata ot the 66 -69 (4i) 0 No Data
Groun 1 Dry

2 Approximately 50" saturated
3 Wet (saturated)

4-14 0 - 1.0 (by 0.l--Lraction of soil
moisture in top one half meter
at time of measurement or CCM
synthesization)

15

Deptb of Surface 70 - 71 (2) 0 No Data
Material (meters) 1 0 - 0.5

2 >0.5
3

Surface Roughness 72 - 75 (4) 0 No Data
Factor - Medium and 1 0
HeavY7 Tanks (M-1 Abrams, 2 0.05
M60, and T-72 Tanks, ete) 3 0.1

4 0.2
0 - ,' 10:,n 5 0.3

6 0.4
7 0.5
8 0.6
9 0.7

(Note: One SR table will be 10 0.75
needed for each vetiicle type 11 0.80
for which a CCM map is to be 12 0.85
prepared) 13 0.90

14 0.95
15 1.00

Best Ava' lable Co.
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sit , ot

Data Element Designation Bits Code Value Represented

Surface Roughness, 76 - 79 NI) 0 No Data

Factor - Large Wheeled 1-15 Not Used

Vehicles (M35 Truck, ate)

Surface R7oughess 80 - 83 (0) 0 No Data

Factor Saml 'Weeled 1-15 Not Used

Vehicles (M151 Jeep, etc)

Surface Roughness 84 - 87 (4) 0 No Data

Factor - Light Tracked 1-15 Not Used

Vehicles (4113 APC, etc)

Surface Roughness 88 - 91 (4) 0 No Data

Factor Foot Troops 1-15 Not Used

Depth to Bedrock 92 - 95 (14) 0 No Data

(meters) 1-15 Not Used

(Note: Need if we intent to support penetrltion or engineering

studies; otherwise will remain zeroed out)

IV. Surface Drainage Overlay

Type 96 -98 (3) 0 No Data
L Stream Channel (Dry Wash or

Intermittent, e.g., Arroyo)

2 Lakes, Ponds, Reservoirs
3 Stream Channel (perennial)
4 Stream Channel (SubJect to

Tidal fluctuations)
5 Channelized Stream/Canal/

Irrigaticn Canal/Drainage Ditch

6 Off-Route Ford (Entrance and
EXit points connected)

7 Dam/Lock

Gap Width 99 - 101 (3) 0 No Data

(Baunkto Bank (m)) 1 <4.5
2 4.5 18
3 18- 50
4 50 -100
5 100- 42
6 )'142
7

Bottom MAterial 102 - 104 (3) 0 No Data
1 Clay and Silt

2 Silty Sand
3 Sand and Gravel
4 Gravel and Cobble

5 Rocks and Boulders
6 Bedrock
7 Paved

Best Available Cr'
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Bit of
Data Element Designation Bits Code .alue Reoresented

Height, right 105 - I07 (3) 0 No Data
bank (m) 1 4.0.5

2 0.5 - 1.0
3 1.0 - 5.0
4 75.0

5-7

Height, left 108 - 1.0 (3) 0 No Data
un-,k (m) 1 4-0.5

2 0.5 - 1.O
3 1.0 - 5.0
4 >5.0

5-7

Slope, right 111 - 113 (3) 0 No Data
bank (%) 1. < 30

2 3I - 4
3 45 - 60
4 > 60

5-7

Slope, left 11 - 1.16 (3) 0 Jo Data
ba:.k (3) 1 < 30

2 30 - 45
3 45 - 60
4 >60

5-7

Water velocity, 117 - 118 (2) 0 No Data
average (meters/ 1 "- 2.5
seconds) 2 > 2.5

3 Nct Used

Water depth, 119 - 121 (3) 0 No Data
average (m) 1 4 0.8

2 0.8 - 1.6
3 1.6 - 2.4
II >2. 4

5-7

Dense Vegetation 122 (1) 0 No Data
Along Stream 3ank3 1 >50% Segment Length

(Note: Normally closely spaced
row of trees, which could possibly
hinder stream crossing operations)

Best Available Cop
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Bit # of

Data Element Designation 3its Code Value Reoresented

V. Transoortatiol Overlay

Type 123 - 126 (4) 0 No Data
1 Bridge - Road

2 Bridge - Railroad

3 Tunnel - Road
STunnel - Railroad

5 Dual Lane/Divided Highway/
Expressway

6 Highway/Road
7 Railroad
8 Airfield
9 Inland Waterway

10 Lock
11-15

Condition 121 - 129 (3) 0 No Data
I Good Operational

(Note: Need part or this field 2 Fair

ncw, will need the rest if we intend 3 Poor/Deteriorated

to iupport air operations or on-route 4 Damaged

traff'iclbilitY studies) 5 Destroyed
6 Abandonec/DiSmant led

7 Under construction

qualifier 130 - 132 (3) 0 No Data
1. Road Constriction, <4 meters

(Note: Now do all except the 2 Grade in excess of: 7% for roads

grade in excess of 3% for or 3% for railroads

railroads) 
3 Sharp curve with radius <30 meters
4 Ferry Site

5 On Route Ford Site
6 Electrified Line
7

Length (meters) 133 - 138 (6) 0 No Data
1 Unknown

(Note: For this Fort Lew1s-Yakima 2 0 - 10

prototype, length only refers to 3 10 - 20

Bridges, Tunnels, Airfields, and 4 20 - 30

othtr transportation types less than 5 30 - 40

100 meters long. All lengths greater 6 40 - 60

than 100 meters are determined by the 7 60 - 80

the number of points used to digitize 8 80 -, 1CO

the length of the feature - 0.25 mm 9 > 100

(approx. 0.01 inches) equals 12.5 10-31 Not Used

meters on the ground at 1:50,000
scale).

Best Available Copy
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Bit ÷of
Data Element Designation Bits Code Valiae Represented

Average Width 139 - 142 (4) 0 No Data
(meters) 1 Unknown

2 0-3
(Note: For this Fort Lewis-Yakima 3 3 -4
prototype, width refers to any 4 4 - 5
transportation type, except Railriads, 5 5 - 7
less than 50 meters wide. All widths 6 7 - 10
greater than 50 meters are determined 7 10 - 20
the same as lengths greater than 100 3 20 - 50
meters - see above). 9 >50

10 Not Used

Surface 143 - 146 (4) 0 No Data
1 Paved

(Note: Need part of this field 2 Hard
now, will need the rest if we 3 Loose/Gravel
intend to support on-route 4 Unpaved
trafficability studies) 5 Natural Earth

6 Grass
7 Macadam/Asphal 1/3It uminou3
8 Concrete
9 Stone/wasonry/brick

10-15 Not Used

Highways and/or Roads:

Type 147 - 149 (3) 0 No Data
1 All Weather
2 Fair/Dry Weather
3 Cart Tracks
4 Trzils

5-7
Railroads:

Type 150 -152 (3) 0 No Data
1 Normal Gauge, single track
2 Normal Gauge, dual track

3 Normal Gauge, =ultiple (2 or
more) tracks

4 Narrow Gauge, single track
5 Narrow Gauge, =ultiple track
6 Broad Gauge, single track
7 Broad Oaugc. multiple track

Passing tracks, 153 - 154 (4) 0 No Data
sidings & yards 1 Passing track 220
(meters) 2 Siding Z280

3 Yard ! 280

Best Available Copy
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Bit # of ed
Data Element Designation 8it_ Cd-e - alue Represent

Tunnels:

Height (meters) 155 - 157 (3) 0 No Data
1 3-6
2 6-8

3 8-12
4 >12

5-7

Bridges:

Type 158 - 161 (4) 0 No Data
I Trusa

(Note: Need if we intend to sUpport 2 Girdcr

engineer or on-route trafficability 3 Beam

studies; otherwise will remain 4 Slab

zeroed out) 5 Arch
6 Suspension
7 Floating
8 Cable stayed
9 Cantilever

10-15 Not Used

Movement 162 - 164 (3) 0 No Data
1 Fixed

(Note: Same as above) 2-7 Not Used

Overhead 165 - 166 (2) 0 No Data

Clearlnee 1 Unknown
2 Unlimited clearance
3 Possible obstruction to

military traff!c

Horizontal 167 - 168 (2) 0 No Data

Clearance 1 Unknown
2 Unlimited Clearance
3 Possible obstruction to

military traffic

Underbridge 169 - 171 (3) a No Data

Clearance I Unknown
2 0-5
3 5- 10
14 10 50
5 >50

6-7 Not Used

9

Best Available Cop,
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Bit # of
Data Element Designation Bits Code Value Represented

Bypass 172 - 173 (2) 0 No Data
Conditions 1 Easy
(Potential within 2ki) 2 Difficult

3 Impossible

cnstrution 174 - 176 (3) 0 No Data
Material 1 Other

2 Wood
3 Stooe/masonry/brick
4 Steel
5 Concrete
6 Reinforced concrete
7 Prestressed concrete

Classification 17T - 180 (4) 0 No Data
(one-way wheeled) 1 50
(metric tons) 2-9

10-15 Not Used

Clasaificaioa 181 - 184 (4) 0 No Data
(one-way tracked) 1-7 0 - 60 (by 10)
(metric tons) 8 61 - 100

9 >100
10-15 Not Used

Reliabil!ty of 185 - 186 (2) 0 No Data
Bridge Classification 1 Unknown

2 Inown
3 Estimated

Spans (number) 1R7 -190 (11) 0 No Data
I Unknown
2 1
3 2
4 3

5-8 4 - 11 (by 2's)
9 Z-12

10-15

Span Length 191 - 193 (3) 0 No Data
(meters) 1 Unknown

2 4.25
3 25 - 50
S50 - 100
5 >100

6-7

10

Best Avai!able Cor

468



Bit 0 of
Data Element Designation sits Code Value Reprezented

71. Obstacles Overlay

TyPe 19 - 196 (3) 0 No Data
I Road and RR cuts and fills

(Note: Linear obstacles are 2 Natural linear obstacles (escarp-
defined as any hinderance to merits, dikes, cliffs, etc.)
movement which is greater than 3 Walls and/or fences (hedgerows,
1.5 meters high, has a 45% or rock and wire fendes and walls,
greater slope, and is at least retaining walls, etc.)
250 meters long. Areal obstacles Other man-made linear obstacles
are defined as any area which is (dikes, moats, embankments,
so characterized as to severely eta)
restrict, stop, or otherwise make 5 Military obstacles (antitank
movement impractical. This over- ditches, airfield and/or road
lay depicts land obstacles only- craters, blown bridges, debris
user is referred to Surface choked valleys and/or towns,
Drainage Overlay for hydrologic Impact areas, minefields, road-
obstacles.) blocks, trenches, wire entan•-e-

merits, etc.)
6 Man-made areal obstacle4 (mining

operations--pits, quarries,
strip mines, etc.--terraced
hills and/or paddies (wet and
dry))

7 Natural areal obstacles (craters,
dissected land, talus piles,
depressions, sink holes, open
water, etc.)

Height (a) 197 199 (3) 0 No Data
1 >1.5
2 1.5 -5
3 5 -10
4 10 -20
5 20 -35
6 >35
7

The rrototype Fort Lewis-Yakima Training Area TTADB matrixed format ends with
bit 199. The full proposed TTIDB includes 224 bits and includes additional
overlays for:

(1) Aerial Obstructions.

(2) Special Features/Product Synthesis (customer related overlays/standard-
ized and future-CIi, Concealment, etc. overlays).

6

(3) Text Data (two) - for such information as bridge tables, climatic
data, hydrologic flow graphs, names, generalized descriptors, etc. On account
of the limi"at ions mentioned on page 1, rather than carry 25 bits packed with
:rcroes at the end of each data point, it was decided to omit these fields from
the Fort Lewis-Takima Training Area TTADS.

4a

Best Available Copy
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APPENDIX B 18 Sep 81

SUBJECT: Simple Analysis Methods by Which to Discriminate Among Terrain
Compartments 1

The purpose of this paper is to simply describe what data may be used and, due
to whether this data is expressed as discrete or continuous variables, what
analytic tools might be brought to bear in the determination of whether the
terrain compartments are equal or whether there are differences between them.
These analyses may lend themselves to answer such questions as: whether the
Natick plus Veg-Urb classifications adequately and/or accurately describe the
various compartments; what variables show the greatest discriminative ability,
acting alone, between compartments; are there interaction effects between the
levels of two variables; etc. These procedures are labeled simple analyses in
that they are prec;-rsors to more involved techniques which seek to uncover the
actions and interactions of several variables as they are expressed in the
compartments. The techniques which shall be used on "continuous" variables
(those for which at least the mean, standard deviation, and n are available)
consist of one way analyses of variance (ANOVA), and following a significant
F, the determination of which means are equal, which are unequal through the
use of such a posteriori methods as the least significant difference (lsd)
test or the Student-Newman-Keuls multirange procedure. 2

One Way ANOVA for 13 Compartments

Source SS df MS F MS expected value

Compartments SSc 12 SSc/df MSc/MSe N2 -_nj2 C2 + 02
t E

N(12)

Error SSe N-13 SSe/df E(MSerror)=o 2

Total SSt N-I

In several occasions, where there are two levels of a variable (such as
in-view/out-of-view) a two way ANOVA should be appropriate, with the
determination of the significance of the interaction between the two variable
levels and the compartments.

1 This paper was done not only to outline the ways to analyze the terrain data,
but also to serve as a refrecher in the mechanic's of the various techniques
to those who may be a little "rusty".

2References for the ANOVA and a posteriori contrasts are Steel, R.G.D. 4 J.H.
Torrie; Principles and Procedures of Statistics; New York, A1Graw-Hill; 1 960
and Winer, B.J.; Statistical Principles in Experimental Design, 2nd Edition,
New York, McGraw-Hill; 1 97.
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Two Way ANUVA (equaT -Celi size1) or 13 compartments

Source ss df ms f ms expected value

Compartments SSc 12 SSc/dfc msc/mse 2n0 2 + 12
C e

IV/OOV SSj 1. ssl/dfi mst/mse 13 n2 + 02
I c

Comp x IV/OOV SSx 12 sSx/dfx msx/inSe na2  + 02

Error SSe 13 (n-i) SSe/dfe 02
C

Si 3wZ*(n).r' : Total-

An aposteriori contrast test is a systematic procedure for comparing allpossible pairs of group means. The groups are divided into homogeneous
subsets where the difference in the means uf any two groups in a subset is
not significant at some prescribed significance level (alpha). The
procedure is based on the test:

[rt-'rj] < R(alpha, g,f)*S"

Where R(alpha,g,f) is a range based on a significance level (alpha), the
number of groups n the subset (g), and the degrees of freedom (f) in the
between-groups sum of squares (error degrees of freedom). ,• is the standard
error in the combined subset, and is equal to (MSerror)l/a.

The least significant difference test (lisd) is essentially a Student's t test
between group means. It is usually not recommended since as the number of
groups increases, so does the experiment wise error rate. However, with the
prior determination of a significant F, which puts an upper bound on the
experiment wise error rate, the lsd procedure is considered are appropriate
liberal test. lsd is also exact for unequal group sizes. The lsd is computed
as T'llows: Isd-t sd, where t is the Student's t for the chosen significance
level and error degrees of freedom. Sd-(MSerror (4at + r))1I/ where ri and rj

are the sample sizes of the two means being compared. If ixi-xjl>lsd, then
the two means are considered significantly different. The alpha level of
significance may be modified for the lsd procedure, and take care of the
expanding experiment wise error rate by choosing a lower alpha.

The Student-Newman-Keuls (SNK) test attempts to avoid the expanding error rate
problem in the lIsd by using a different range value for subsets of different
sizes (the larger the number of groups in a subset the larger the difference
in the means must be in order to be declared significant). The SNK test also
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uses the concept of a special protection level rather than a significance
level: the probability of finding a significant difference, given that two
groups are in fact equal, Is less than or equal the specified significance
level. SNK holds the experiment wise error rate to alpha for each stage of
the testing procedure. This procedure is more conservative than the lsd
procedure (a greater tendency to find means not significant than the lsd),
however the validity of this procedure for handling unequal group sizes has
not been verified. The following is offered as an example of the one-way
ANOVA followed by a posteriori comparisons. This is a comparison of four
terrain compartments for first -bservation ranges:

_. _ 3 _4
N 86 282 108 142

-3240 3298 2404 2788,3

Sd 988.62 11878.2 1384.18 1506.84

One Way ANOVA df ms f

Ccpartments 3 24854429.42 15.2 sig<.001
Error 614 1635639.407
Total 617

A posteriori comparisons -

difference
Compertment Ir 4 1 2

3 2404 383.7 836 894
4 2788.3 451.7 509.7
1 3240 58
2 3298

lsd t.99,617-2.33 one tail, lsd-t(MSe(. + 1 ))1/2

mean 384 lsd-380.5 ., Sig, 4>3 mean 411 1sd1407.168:,.Sig 1D4
mean 381 lsd-430.66.'. Sig, 1>3 mean 402 lsd-306.63.'.Sig 2>4
mean 3A2 lsd-337.2.'. Sig, 2>3 mean 1&2 1sd-367.07.*.NS 1-2

The results of the lsd test can be summarized by saying:

The mean of compartment 3 is less than the mean of compartment 4, which is
less than the means of compartments 1 and 2, which are equal; or 3<4<1-2.
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The SNK test is performed by first looking up in a table the multipliers
associated with the number of means across which the test is to be made. For
instance, in the above table of ordered means a test of 3 and 4 would be

Sacross two means, 3 and 1 across three means, 3 and 2 asross four means. If
one looks in a table of the Studentized range statistic3 for alpha of .01, df
of a the multiplier q for 2 Is 3.64, for 3 is 4.12, for 4is 4.40. The
critical value for the difference between two means is

q q s /2

where N is the harmonic mean, k is number of compartments

nu k m> 4 u12?08
(Ll/n) + L/n2 +..'.+(/nk) (1166)+('1282)+(l /108)('/102)

"SO 1/2 a 113.45 ,and the critical value between

n
2 means is 412.95, between 3 is 467.41, between 4 is 499.18. By examining the
mean difference table above, one may see that:

T44-T3-38 3. 7 < 412.95 .'. 3&4 not different

Xl1-X3 .836 > 467.41 .. significant 1>3

2 -T-3-894 > 499.18 .'. significant 2>3

T 1 .'4-45 1.7 > 412.95 .'. significant 1>4

4 •2"•'4509.7 > 467.41 .. significant 2>4

"'2-.. 1-58 < 412.95 ,'. 132 not ditterant

The results of the SNK may be summarized as follows: 3-4<1-2.

This also serves as an example of the difference between the "liberal" lsd and
the "conservative" SNK. Take the difference between mean 3 and mean 4; lsd
found these means as significantly different, even though close to the
critical value, whereas SNK did not reject the null hypothesis of no
difference between them. It depends on the audience, but I would tend to go
with the lsd results, due to the prior significant F and the associated
Increase in power the lsd allows.

3K'tni'e, opoet pp 870-871.
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For the two way analysis of variance, the same procedures apply; to test
between two means, use a t-test or lsd test, using the MS within cell and its
associated df to determine the criterion value of t. In making all possible
tests between ordered means, the SNK procedure Is to be used, using the
harmonic mean of the cell sample sizes for n. It is also possible to test
the significance of the simple effects of one factor over one level of a
second factor, especially useful if there is interaction present between the
two factors. For example, the sample effects of the four means of a factor B
over the second level of A, A2, would be

4
i n 2 ~2 2 bj2)2SMfr1 Nh ((W1,2)2+(l72,2)2+(5'3,2)4342)'.(zEi2)

4
SSbfora2

MSbfora 2

MS b for a2 (the MS within cell is from the 2-way ANOVA)
F * M5 within cell

The df for this F are 3 and the df within cell.

At this time, the following continuous variables are available for the terrain
compartments:

a. Thickness and separation measures for vegetation, urban features, and
the combination of vegetation and urban features.

b. In-view and out-of-view segment lengths.

ca First opening range.

d. Number of in-view and out-of-view segments per route.

It may be necessary to transform some of these variables so that they more
nearly represent a normal distribution. This will be determined as the data
becomes available which will allow a determination of the underlying
distribution. Battle outcome may also be considered a continous variable when
sufficient replications are performed; Battle outcome will then be handled In
a repeated measures ANOVA design.

Discrete variables are those in which the data is broken into categories,
which have a frequency of occurrance attached (bean counting) 4 . When the
categories are considered nominal (just names-no relation between them)

4Re.fer.noee fop nonpamnic'tio acnalyese p'wooedui..e iwktude Bradtle, J.V. ;
Distritbution-Free Statieticat Tests- F494swood Ciffs, Neer., Pr.entid#-Hatt,
1 968 M~ S~iegl, S;o Aonprajm*FwýU t'etiee: For th~e aehavio-r al&Iiewee Now
York, •A•aw-HiZt; 1986.
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measures of association such as Chi-square, or Mueller's lambda are
appropriate. However, by ordering the terrain compartments by some means
(such as the Natick system) then it is possible to use measures of association
which depend on ordinal variables (ordered, but not assuming a constant
separation between variables) such as tau, Gamma, or Somer's D.

The Chi-square is a test which measures whether a systematic relationship
exists between two variables (that is, whether the variables are dependent or
Independent). This is done by computing the cell frequencies which would be
expected if no relationship is present between the variables given the
existing row A column totals (marginals). The expected cell frequencies are
then compared to the actual values found in the contingency table according
to the following formula:

where f3 equals the observed frequency In each cell, and fe equals the

expected frequency calculated as

where cils the frequency in a respective column marginal, ri is the frequency
ine arespective row marginal, and N stands for the total number of valid
cases. Small values of " indicate the absence Rf a relationship, or
statistical independence. Conversely, a large '" implies that a systematic
relationship of some sort exists between the variables.

Mueller's asymmetric lambda measures the percentage of improvement in the
ability to predict the value of one variable once the value of the other
variable is known. This is based on the assumption that the best strategy
for prediction is to select the category with the most cases (modal category),
since this will minimize the number of wrong guesses. This concept is
called the proportional reduction In error. The formula for lambda is

Xmaxfjk - Mitxf.k
Xb N N. maxf.k

where maxfjk represents the sum of the maximum values of the cell
frequencies in each column, ano maxf.k represents the maximum value of the row
totals.
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Tau b, Gamma, and Somer's Dl are measures of association between two
ordinal-level variables, and are built upon a common basis. They use the
Information about the orderinq of categories of variables by considering every
possible pair of cases in the table. Each pair is checked to see if their
relative ordering on the first variable is the same (concordant) as their
relative ordering on the second variable, or if the ordering is reversed
(discordant).

The first step is to compute the number of concordant pairs (P) and discordant
pairs (Q). If P is larger than Q, this means that there is a preponderance of
pairs ordered In the same direction on both variables, and the statistic will
be positive, Conversely, a larger Q will result in a negative statistic.
This positive or negative association is also referred to as correlation.

Tau b h P-9L/2 (n (nli).ZTl (T 11) ) /2'(N (N. 11. TT2-TM1))/2

where Ti is the number of ties on row variables, T2 is the number of ties on
the column variables.

Gamma makes no adjustment for ties or table size, and Is simply

Gamma 0P-

A variation on Gamma, which accounts for ties but not table size is Somer's
Somer's 0 (symmetyric) - P-P;Q+!/A (Ti+T2)

These measures differ basically'on the manner in which ties are handled, and
are basically used to give an Indication of the type and relative strength of
the association between two variables.

A Friedman 2 way ANOVA by ranks, may be appropriate depending on the
appearance of the data and the number of tied values. The comparison of
two distributions for equality may be performed by using the Kolmogorov-
Smirnov two-sample test. These procedures are appropriate for comparing
between terrain compartments for modal hill height, and PLOS vs. range when
range Is expressed as range bands.

The Friedman two-way ANOVA would be used to test, for example, that each
terrdin compartment was ranked the same in each range band. Given k
compartments in columns and N rangebands in rows, rank the scores In each row
from 1 to k. Determine the sum of ranks in each column: Rj, and compute

2 2 k
Ix 12 E (Rj )2 3Nk)• £ (RJ)-3N(k+l)
r Nk(k+l) Ji1
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wnere N-number of rows
k-number of columns
RJ-sum of ranks in columnj

72 is approximated by '2 with df-k..1. If the value of X2 is equal to or
rr
larger than a tabled value of1X the implication is that the sum of the

k-1
ranks for the various columns differ significantly. The Kolmogorov-SmirnovV two-sample test can be used as a suitable a posteriori comparison ofdistributions after the Friedman test. The procedure for this test would be j
to compute the cumulative distribution of each of the two compartments under
teQt, then locate the range bancO where the differonce between the cumulative
percentage in one comp~artmnent is maximized with relation to the second
coirvartment. This difference D i s comnputed as

hr nnd n r h 2 1 for a one-tail test.

whee n An n2arethesample sizes of compartment 1 and compartment 2,
respectively. The statistic is computed, for large n, as

X2-4D2 t

which is approximated by the X2 distribution with df-2. If this statistic is
found significant) then the two distributions are different. The rationale
behind thiis test is that if the two samples were distributed equally, their
cumulative distributions would not be very different.

Some of the variables encountered have a single value per terrain compartment.
These may be used, given the terrain compartments are ordered, by using a
technique such as the Spearman or Kendall rank-order correlation. A
significant positive correlation would indicate that the compartments were
properly ordered with respect to the observed variables. Single value data
that would be analyzed with this technique would be maximum hill height, the
number of positive features per kilometer, the total number of positive
features, and battle outcome results if not replicated.

The Kendall5 and Spearman rank correlations are correlations based upon the
ordinal ranks of the observations*-of two variables, and not on their observed
value, let ri, r2, ...rn represent the ranks of the values of one variable,
and si, s2, ..sthe representative ranks of the second variable.
Correlation can ge tested by arranging the n units in increasing order on the
r variable, and testing the resulting order of the s variable for randogwness.

5 ,.eferatso to Xendaht% N.G., ansdA. ftab hjvmd srj
Sftatietidoe. VO~ 3 .d a Now Yor, Ikufhew. 103 pp40-5.
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If the two variates are independent (so that there is no correlation), the
resulting sequence of s observations is equally likely to be any of the ni
possible permutations of the n S's. However, if the two variables are
linearly (or even "monotonlcally") correlated, the 5-observations should tend
to form an increasing or decreasig sequence, and any statistic that reflects
this increase or decrease can be used to test for correlation. (The
advantage of the Kendall over the Spearman is that the Kendall can be j1
generalized to a partial correltion coefficient.) The Kendall rank
correlation Tb is defined as

Tbu -
where

Putwice the number of pairs of rankings such that both rj)'ra (the increasing
order) and Sj>st (also increasing order, thereby agreement in rank order
direction).

M twice the number of pairs of rankings such that rj>rJL and SJ<S&
disagreement in rank order due to the "inversion" of s from the "natural"

ascending order). When rankings are tied in either r or s the formula for tb
is

tb- P

Where Tm Ti (T 1 1 ) and T is the number of observations tied with a single
value. Ing 'U,,,-1 is ovdr all distinct values for which a tie exists. Ti
is the total for the first variable r, Ta for s.

The Spearman rank correlation is defined as

6z(rj

N3 -

when rankings are tied, rs is modified to

rs - A+I1-D

where A - (NS-N-Ti)/12

B (NIII-N-Ta)/12
0 • z (rj-sj)l

and T * (T"-TO), defined as above.
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As an example of these procedures, consider the following set of data6

Group Attribute A Attribute B rj-sj (rj-sJ)2

A 2 3 -
B6 4 2 4

C52 3 9
D 0 0
E 10 8 2 4
F 9 11 -2 4

VG 8 10 02 4
H3 6 W3 9

112 12 0
K 7 524
L 11924

for the. Saearman rank correlation,, this would turn out to beI
rs 1 6 E*r~s) 1-6(52) -.82

-~ 1716

when N is 10 or larger, the significance of an obtained rs under the null
hypothesis may be tested by t n2 1/2-

df w N-2.

For this example
12-

t .8 11/ 4.53 >tioAos for a one tall test.

Ofroj StogeZ pp 205

479



The corresponding Kendall correlation is computed as follows:

Group D C A IB IK IH I IIE IL IG I F IJAtt A(rj T 2 3 1 t 6 "7 18

Att B(sj) 1 2 6 7 3 1 1 111 9 12

As an easy way of computing P and Q, 1/2P and 1 /2Q is measured as the number
of ranks of s; to the right of each individual si that are either greater
than or less than the subject rank (or 1/2 Pj ana 1/2 Qj, respectively).
Therefore

1/2 (P-Q) -(1 I-0) +(7-3) +(9-O) + (-2) +(5-2)+
(6-0) +(5-0) +(2-2)+(1-2)+(2-0)*(1-0) -44.

(The attribute rank farthest to the left Is 1. This rank has 11 ranks to the
right which are larger, 0 which are smaller so 1/2 (PI-Q1)U(11-O), and so on).

Tb*2AA1 -.67MeanM'r0 ad sandrd-~l_ dvaion 7

When N is larger than 10, T may be considered normally distributed withMean-MT-O and standard deviation-o•T (22N6 /2

so Z1 T-Mt TaT 2(N+ 1/2

is approximately normally distributed with zero mean and unit variance. Thus
the significance of z may be determines by reference to an appropriate z
table. For the example, the test of whether the two variables are associated
can be computed as:

.67
Z 2[(2)(12')+5 1/2 3.03

by reference to a z table it is found that z >3.03 has the probability of
occurance under Ho: no association, of p-.001*, this Ho is rejected, and it is
concluded that the two variables are associated. You will note that the
Spearman and Kendall procedures produce different coefficients of correlation
when both were computed from the same pair of rankings. These
examples illustrate the fact that T and rs have different underlying scales,
and so numerically are not directly comparable to each other. However, both
coefficients utilize the same amount of Information, and thus both have the
same power to detect the existance of association In the population. When
used on data to which the Pearson r is properly applicable, both T and rs have
efficiency of 91 percent.
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As was initially stated, these methods are initial ones, meant to see how
similar and/or dissimilar the terrain compartments are. Higher order analyses
planned are: factor analyses to see how the several variables relate;
multiple linear and nonlinear regression, to determine the effects of
variables on dependent variables of interest, such as segment length, or
observer-target distance; time series analyses to determine the terrain
effects on variables of interest as time progresses; and analyzing differences
in.distributions as to their possible underlying causes. These higher level
analyses will be undertaken as the data becomes available and programs are
operational.

Also to be undertaken in the analysis of terrain is whether items of interest
(such as line of sight, or battle outcoma h vary over timei or distance from
observer to target, and whether this variation can be analzabe i n this

• which Is distinct for the separate types of terrain as identified by the
(modified) Natick system. Variablesq which may be analyzable in this
determination may be:

a. Percentage of Line of Sight (PLOS) - for each unit of time t, for
observer array 0, target array T, the proportion of targets to whichi l intervisibility exists, denoted P (t).

b. Correlation (or Coherence)7 - for each unit of time t, for 0 and T,
the correlation of several observers seeing several targets, denoted p(t).

c. Percentage of Line-of-Sight and correlation, as above, varying as thedistance L from 0 and T (in the case of correlation this distance may need to
be to the centroid of the array T), denoted P(t) and p(t).

d. Battle outcome - in terms of targets killed by observers killed per
unit time t, denoted k(t).

•10

71n th1e sample case of two obserers.'~ oeeing a group of taroets, correlation is
def'ined aa P(AB)-P(A)P(9)

Dr. Wilbur Payne defines ooheren as the state ten p>0.?.
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In several recent articles 8 there has been described the potential for
describing terrain with an equation, and that the spectral density of
fluctuations in terrain (as well as many other physical quantities such as
music and speech) vary as 1/f, where f is the frequency. This 1/f behavior
implies some correlation in fluctuating quantities, such as PLOS, overall
times corresponding to the frequency range for which the spectral density is
1/f, such as may be found In a homogeneous terrain compartment.

measure of the mean squared variation <P2> over the terrain compartment. A

second characterization of thb average behavior of V(t) is the auto
correlation function, <P(t)P(t+T)>, which is a measure of how the fluctuating
quantities at times t and t+T are related. For a stationary process
<P t)P(t+T)> is independent 6f t and depends only on the time difference T.
Sp f and <P(t)Pt+T)> are not independent, but are related by the Wiener-
Khintchine relations9 .

<P(t) (t+T)> -fSp(f) cos( 2nfT)df
and Sp (f )4f<V(t)V(t+T)> cos1•,2fTf)dT

The methods for determining the appropriate f, spectral densities, and series
analysis have not been fully worked out at this time, but will probably
involve the use of the Spectral Anaysis and the Box-Jenkins Aniysis routines
contained in the 1981 release of the BMDP stastistical package .

PAUL DEASON

80uninham FP.; "Singte-Par~mmtei' Terr~ain C'lassification for' Terrain
Potl~ng "$- 7. Aimraift, 1980, pp 909-974,
Vose, R?, and J7ohn Maprks; 1/If noi"0 °' in musi.o: Music fr.on I/f noise"
Aa oust .SooAm 68(1 ), Jan 78, 258-263. GadeM ?"Wh~ite and brown music,
fraotal curves, and one-ove?&- f luctuations" A4tA.#.ztical Game* Sec tion of
Sb ient-ific Americ.an,, 1 978.
gReif, F. Fundamental* oa Statistical and Mor~t.n Physics Now Yor'k,

wOw.HiU,, 155, pp 68-.

10 Biomedical Computing Programs, R" %,isms.e Computing Faciityt,
VPniver'eitjy of Californi$a at Los Angeles, 10291
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ERROR PROPAGATION IN PHYSICAL MODELS

Jerry Thomas and J. Richard Moore
US Army Ballistic Research Laboratory

ABSTRACT. Let Y , g(K) be an equation which describes a physical process.
If the argument of this function is subject to error, then Y will reflect this
error. The transfer of error in X to error in Y through S(X) is commonly
called error propagation. This paper gives a collection of procedures for
studying commonly used error propagation equations and imp:oving them when
necessary.

1. INTRODUCTION. A physical model is defined for the purpose of this
discussion to be either a mathematical equation or a set of simultaneous mathe-
matical equations which describe the behavior of a real or conceptual physical
system. Some examples of such models are:

2
Y a+ bX + cX (I)

and

Y . aeb'X (2)

where Y is the muzzle velocity of a projectile launched from a gun with a
propellant charge weight of X and a, b, c, a' and b' are parameters depending
on other ballistic conditions.

Equations (1) and (2) form an example of two different models which may
be used to describe the same phenomenon. If you were to fire a number of
rounds, systematically varying propellant charge weight and recording charge
weight and muzzle velocity for each round fired, you could fit either equation
(1) or equation (2) to your data, i.e., you could find values for the unknown
parameters a, b, c, a' and b' 4hich best predict the observed Y's using
the observed X's. The next natural step is to use one of the fitted equations
to predict the muzzle velocity of a projectile fired with a propellant charge
weight of X. This prediction would contain three sources of error.

One source of prediction error is the systematic error resulting from
the inexact structure of the model used. Clearly predictions given by equa-
tion (1) will differ from those given by equation (2) and one can never be
certain which of the two is the most reasonable to use or even whether some
other functional form of the model would be appropriate. This type of error
seems to be best controlled by careful consideration of the physical prin-
ciples underlying the process to be modeled and recourse to sound engineering
judgements. This type of error propagation will not be considered further in
our discussion.

The other two errors which manifest themselves are random variables.
They are the errors in estimating the parameters in the model and the inexact
value of the independent variable(s) from which predictions are to be made.
These are the errors which will be discussed below.
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For a good treatment of the problem of propagation of errors in the
model input (independent) variables the reader is referred to references 1 and 2.

We do not propose to give a collection of recipes for error analysis for
physical models. Rather, we will discuss several techniques and some of
their implications under usual assumptions.

2. ONE FUNCTIOQ OF ONE RANDOM VARIABLE. Consider the physical model

Y g(X) (3)

whore X is a random variable with distribution function PCx;O) with 0 being
a vector of one or more parameters. Since X is a random variable it follows
that Y is also a random variable and wo are interested in the proportias of
Y. The question most often asked is, "What are the mean and variance of Y?"

The approximate answer to this question is usually obtained by expanding
g(X) in a Taylor sorios about E(X), truncuting the serios appropriatoly and
taking the expected value of the truncated series with rospect to the random

variable X. 1' 2

In the case of one independent variable, if derivatives of all order
exist, it follows that

(r • tr()x'hr"O

where E(X) * • and g9 (W) is the rth derivative of g(X) evaluated at the
point X

If we define p B(X-i)'; r - 0, 1, 2, ... ; we can write

11 1 (r)

rO r

It then follows that

1

r-0O
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and

VarCY) - s[Y-ECY)] 2  • 01 (1) E ( C -[Cx-l.O-•r](x-U) J-Ws]•:r-O s-nO ii
1 1 9 r s

I! "j • j CJ (J5 [ -÷ " yr] (6)
i.• r..• s= O

to3 sol

since U0 1 and p, 0.

Rquations (5) and (6) give the mean and variance of Y u g(X) in terms of the

higher moments of X. Similar relationships can be easily derived for the
higher moments of l.

For purpose of illustration, let us apply equations (5) and (6) to find
the mean and variance of the quadratic model of equation (1).

Y - g(X) a + bX + cX2

g'(X) m b + 2cX

s"(X) a 2c

SCr) 0 for r;3

It follows from equation (5) that

BCY) w a * b÷ c+.i + ca (7)

where a2  2 is the variance of X. The usual estimate of the expected
value of Y is given by E(CY) o g(C) m a * bp + cp 2 . This estimate is in error
by ca 2 , which may or may not be negligible.

It follows from equation (6) that

VarCY) w (b+2cp) 2a2 + 2c(b+2cl)1i 3 * c2 (•4. 4 ) (8)

so that the usual estimate of the variance of Y, Var(Y) m [gS(IO)]2 2 a n

(b + 2cp) 2a2 is in error by 2c(b + 2cp~p 3 + €2 C4 -c 4). If the distribution
of X is symmetric about p, then p. - 0 and the error reduces to c2 CI4 - a
Taking our analysis one stop further, we note that if X has a normal distri-
bution, or approximately su via the central liait theorem, then
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iUr BE(X-.i)r .0 ;r odd

orr
* ' ; even

2/2r/2) 2

and VarCY) (b 2cp)2O2 + 2c2O4 so the error becomes 2c2o4.

We next consider the usual case in which the parameters a, b and c are
random variables. This occurs when observations are made on X and Y and
these observations are used to estimate the parameters.

Consider the random vector C(,b,c)' which is independent of the random
variable X (the input to our predictive model). Lot

B[Caebec)'] - (A.B.C)'

and 2La 0 ab aciiov[C,b,O)' J• ab ob %c
2

0ac 0bc O

If we use least squares to fit the parameters to the data and assume indepen-
dent nomally distributed residuals, then we can calculate good estimates
of the vector of means and the covariance matrix.

In this case

S(Y) a G(a bX c 2 ) A + B + C(C2 + A + Bp + Ca2  C2I (9)

which is precisely the same as when the parameters were not random variables
provided that they are unbiased estimates of the true coefficients.

Similarly

Var CY) • b, 2 Var(x) e VAr(X2)

÷ 2 Cov(a, bX) 2 2 Cov(&,, cX2)

+ 2 Cov(bX, aX2)

U 02 a22 * 02 Vr(X2 * covarianae terms.
a c
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The covarisance terms in the above relationship &re calculated as follows:

Cov (a, bX) . E(&bX) - (a) E bX) - •ab

2 2 2 2 2
Cov(&oX) O - (acX2) -c(a)E(X) +o , az)

Cov(bX, cX2 ) . E(bcX3) - E(bX)E(cX2 )

2 3 2
r 0 .abcl$ jSa *i.3) ( BCi 3 . 2BCija2

Substituting these expressions in the above relationship leads to

2 2(2 2 2 2 2

S2 BC(+i 4 2 a2) (10

which is quits different from theo usual estimate.

Equations of the form of equation (10) should prove useful for determining *
•' sample usozs required for experiments to collect data for estimation of the
i, ~parameters of a mothomaticosl mc~ol which will be used for predictive pur'poses.

iH

IT• Yl"I ( Y) Cy a nd4U3

22 2 22(3

a

thath is we have k ;t 2 functions of one rndom vestiable .
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In this case we use equations (5) and (6) to find E(Yid and Var(Yi)

for all i a 1, 2, ... ,k. The only undetermined moments are Cov(Yi, YQ) i j J.

We note that

Yi"- eC~i' r* O r g1ir (IO[CX'1Or " ar) and

Y E(yl) I g(5s) C0O)CX-•is, 11].

Thus

Cov(Yi, Yj) BE Yi E(Yi)]JYj " E(Yj)]

* 2,s-0 r-• C a4siU ([(X-l.O) -~1 (C-ia)s- IUsCX-I4)T4 Ur~
rSO r rs3r)

r, . Wg (0)~ls Cu[Vr+s Y23s]

If we recall that po 0 ECX-U)° 0 1 andl 1A a CX-p) 0 , we see that for r- 0

or s •0 4r*$ 1"O'rs "0 so we can write

COVsYjs 9 (r) (s) (P) [P r+s " YOs1'C)

4,. ONE FUNCTION OF TWO OR, MORE RANDOM VARIABLES. The problem )f one
function of "two' or more random vari-ables I.s treated ompletely analogously to
that of one function of one random variable. That is, we expand the function
in a Taylor series about the vector off means off the random input vector and
truncate appropriately. Before proceeding with this, we state the following
theorem which can be found in reference 3:

Theorem 6.2 (Apostle)

Lot g have continuous partial derivatives of order m at each point of
an open set 6 of En If a and b are both elements of 5, a A/ b and the line

÷ segment joining a and b lies in 8, then there exists a point s on the line
S~segment Lea,b) such that
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g(a) - g(b) 1 , dkg(a;b-a) + d g(z;b-a)F1O mlI
kNO

where. a - (al, a2 ... ,

b x (bl, b 2, .t., bn)'

X CX V X2 , ... , Xn),

dkg(a,,b-&) to D D ~ g(a)tit20i
al 1 2*@kk

|,-. ~tiI • bi - aij : 2 k

and Dii i .•I2* ax - ax•L2

1 ~2 ki

We will use the following theorem from reference 3 to simplify expressions
in our series expansions.

Theorem: If Dig(X), Djg(X) and D1jg(X) are continuous in a neighborhood
of the point (X1, Xj) in B2V then Djig(XlOX2) exists and Dij g(X1,X2 ) U

!,:• ° i g(x•.,X2).

Before using the relationships given in this section one should verify
that the function g(X) satisfies the conditions of the above two theorems.

We consider the case where n a 2, that is, Y - g(X) is a function of two
random variables.

Let X - (X -X2 )-, B(X) - (.I'll '2)1
[2 a,1

and CovCX) aq 12 and define
j12 02J
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Expanding X(X) about the point X p l in a Taylor series leads to

Y - sex) 8(X1 ,X,) z 1oui d' dkg (0;X-1)
1

whewz we neglect the remainder toem, R u ;t dag(z;X-j), z e L(Xp). Intro-
ducing the notation

1 2

"" *r÷' gX) I

and using the fact that 8r, s(u) * gs,r(I), our expansion becomes

The expeated value of Y is approximately

a•) e~C~l] U- nl1 I .T
oCY) N BEEM(X3 ( V )g (13)

Squaring equation (12) gives

y2 allUmyl u , vr u

Two usO 71 O v-( v u s,r..sU21v,u.v(lU(X1 - 'dS÷CX2 .U2)ru-s

and it follows that

2) -i *1 1 To uy ~ (r)(U) g(V)E( )jj (14)
ruO u-OriUl m s v s3'r-s-v+'ru-v-

Squaring equation (13) and subtracting the result from equation (14) leads
to

VarCY) - 5O(Y) - [ICY)] 2

rul usl $10 VI0 I)(.

"l[s+vr*u-s-v "s,r-suv,u-v] (15)
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To illustrate the use of the above, we consider the case in which X has
a bivariate normal distribution. Here, prs a 0 for r+s odd, and all other

values of Vr~ depend only on p1, U21 all 02 and a12* In this case

EY)(:0g 2gl) 4.1 2 1 2

14 ,~1 2 ,3 2 2 2r 40 (iA)0 932 g(1.L)a1012  i9 22(iC 1 2  2121 "

12 1 4+ g13Ciaa 2 *I54'2*()

and
'2 2, 2 2

Var(Y) a [So10(Iu) + a 12(2,[ 0(io)go0 (i)] + a a2 Eo,()0 1

• 1910(P)930(0) + 1S20(W)

+ a4o1 2
o2 1g0 lCP)9 0 3 (P.) 192 02 CIA) I

22 2 2+ a IC1 1901CIA) 21 (i) + 91(lO 91(U)~sU ÷ ll(P)2

I 12[g01(V')930(14) + 3g 1 O(1L)1 2 1((U) * 2gij(P)g 2 0 (O)3

•' a• 12 g11 0 (V)go 3C() + 3g 0 1 (1) 1 2S(P) (4 2 8ll()O2(11)3

+ oa 12 (2g sCIAz) 21 () ( 2gSa( ,()g1 2 (1A) + o02 (U)so20 (V) ÷ i10•) (17)

Though equations (16) and (17) may be lengthy, they are straightforward
and can be easily evaluated on' a computer.

Equations (13) and (15) readily generalize to the case of a function of
k > 2 variables. Since the extended equations are messy and notationally complex,
this effort will be delegated as a Qhore for the reader.
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S. SEVERAL FUNCTIONS OF MORE THAN ONE VAR IABLE.

Let Y * [Y 1, Y2, " Yp]

• [(l (X, (2) (X),.., (p) (x)],Is"1) (X) g9~()

where X is a random vector with properties given in the previous section
and Yr a g (r)(X). Equations (13) and (15) give approximations for E(Yd and

VavCY,). It romains for us to find Cov(Yr, Yu).

The argument that was used to derive equation (15) leads immediately to

rn-I m-l r uCovcY 'Y ) ". o 1 c r X(U or) 0j) c () 0j..8
rs u l u 0 v sr-s vU-Vrol ual 3. .

[ps+v,r~u-.s-v " 1hsr-s1Avu-v]

6. SUMMARY AND CONCLUSIONS. nrror propagation in mathematical modals
is simply another name For the study of one or more functions of one or
more random variables. The ideal treatment of this problem is to derive the
actual joint distribution of the new set of random variables which are trans-
formations of the original set'. Unfortunately this problem is unsolved for
all but a relatively few commonly used functions.

Common practice for these unsolved problems is to approximate the means,
variances and covariances of the new variables and use these approximations
to construct error bars.

We have given procedures for refining the most commonly used approxima-
tions. Our equations become a bit awkward for random vectors of high dimension
but they remain straightforward and manageable on a computer.

The procedures given herein should be useful for evaluating approximations
currently in use and they promise to furnish a vehicle for developing improved
approximations for special classes of functions, e.g., convex functions.

7,. ACKNOWLBDGEMENT. The authors express their gratitude to Ms. Ann McKaij
for evaluating the' higher moments of the bivariate normal distribution which
were used to develop equations (16) and (17).
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On Regenerative Processw:

!n Discrete. Ti"oe

Walter Lo Smith

University of North Carolina, Chapel Hill

In this paper we shall present a somewh•t heuristic account of results we have been

obtaining which we hope will prove to be of value in applying probabilistic ideas to

many stochastic problems which may &rise in practices

We begin by explaining the idea of a renegerative stochastic process4 First we

must understand what is meant by a V a typical one of which we shall denote T,

aor the present discussion, in which we shall be confining ourselves to events

occurring on a d time *Wsle, o will consist of

(a) An integer X called the rjlratigo of the tour,

(b) A real-valued function T(t) defined for tnOl,2,***X| this is called the
of the tour,

(c) A final value or resdu, denoted Y, which can be regarded a T(X),

We imagine a population of tours, from which repeated sampling will produce an

lid sequence ITL T2,.., and so on. The successive du±1a a&To Xv, X2.,, and it

is clear that they form a reur event process on the discrete time scale. We

call this recurrent event process the W for the cumulative process, Let us denote

the probability distribution of the CXrn by fit f2 t ,*., etc,, noting that we shall

always assume that PCXn a O) w O We can then call into play the pgf F(z)

•1 z~'nfn which will converge for small enough lI.1 For the present e*position we
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shall assume there is a 4 1 such that F(O 4 cot This will ensure that FRz) is

anlytic in the open disk Iz I < 4

We then build up a procAess on the infinite discrete time scale by concatenating

the ours'r1,'r2,... Letus wite u X + m2  + ,., for the time at which

TWn+1 begins (so that Soa O)h Then if Sn i t "-6+ we can define the value of the

regenerative process at t by Tn( t - SO) where Tn stands for the graph of ZnoI

this conection it will be convenient to write kX(t) for the largest integer k for

which S. to We shall then write T*(.) for the graph of *r~)l(which in the tour

operating at time 0)4 Similarly we shiall write e5Ct) for

It will also help if we write Yfor the residue of T1. We can then define a

cumulative process W(t) as follows,

W~t) X~t)+ T~ ft 60)

In words, W(t) is the sum of all residues of tours which ended prior to tHoe to

together with the current value of the regenerative process (as described above)$

In all really interesting applications, and Yare 0A Independent) of

course, the very naceure of the underlying sampling procedure ensures that the

successive vetr C X n 9Yi) &Mindependent@

The main question which we try to answer in a study of such cumnulative

processes concerns the asymptotic behavior of N(t), as t grows without bound, It ,J&
possible to define multivariate versions of all that we have described, and it 11

possible to obtain results in the more general case, but we shal eshew this

generality in the present expositiont

A very useful tool in tackling W(t) is the Q£bM erietk fucin defined for

real values of the dummy So by the equation
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VQ(1t) n E expis W(t)03

It then turns out that one needs the following functions

:•,!•~$ a(6 -E "Fsp I MYl
1"T:! X 10I(2#) " Ez asp CO Y1)

R(its) a E 2* zm exp UST (m)3

where the sum 5" eztunds over the range m 0 to m• X1-

The underlying model should, in many cases, allow the calculation of those

various functions we have Just defined, However, the determination of 4V(St) is

difficultt What J& possible is to determine the generating function
St

A certain amount of fairly straightforward reasoning will then lead to the neat

result

00(61,z) Rz,)/C I - O(zG)3

There are two speclal cases of particular interest,

In this class it is supposed that T it) a t for all OjtjX. This corresponds
to the situation where Y is a cost inoArred by the tout, anti this cost his to be
paid at the instant the 4 ur begine.

For a Class A process it is easy to show that

R(ze) a E$*() - GUzBM)/El - ZI

Hore it is asimed that T (t) n0 for all t ( X , although it may well be that
Y differs from 0 This corregponds to the mitulion when there is a payment for a
tgur, but it is only made at the " of that tour,

This case gives a particularly simple result

r(:,O) u El - (tz))/El - %3

A Class 3 process of great importance, and much studied in its own right,

arises when every fesidue has the value unity. In this case the cumulative process

1(t) " K(t), and is the "renewal countu
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For the renewal count process one can show that I

p0 (Oz) E [l - F(z)A/[l-z3rl - OeF(z)),

It transpires that one can prove an identity for Class A processes, which

parallels closely the famous Fundamental Identity of Abraham Wald in sequential

analysis, Actually the argument here is much easier than it is in sequential

analysiss The identity we can get is

10.14(t) ,

Unfortunately there is no correspondingly elegant result for the Class B process

(or, indeed, the general cumulative process)

A trick that MEBartlott exposed in his contribution to a 8ymposiuin

on Stochastic Processes (Bartlett, 1949) can be used to eztract information from

this Fundamental Identity, It consists in 'looking for a 4 0 0 for which 0K) m 1,

For example, if we suppose that $(6) a (X/X - i10 we find that C - -21X and are led

from the Fundamental Idenýity to the result

•'e2•~t) 1,

from which it is easy to infer the inequality

FK N~t) I x) i•"Xz,

To soe how easily the identity may be derived, let us chos any S such that

09) 0 0, and set

log T(S)
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If we us* Y in place of Yj in the formula for the Class A process then we find

that

00,:z) l..U1-4 1(z,0))

K. But it isa simple matter to show that 6(9) A, from which it follows at

once thAt 400(,z) w 1/01-44 This obviously implies that 0l(,t) a 1 for all t •

O0l12,p,,, The derivation of the Fundamental Identity is now & simple matterf

Lot us now consider a particular example of the general uae which I2 neither u

Class A nor 3. &*ppose that each residue Y is N (0, I+X), This represents a

j situation where there to a unit IUjg•U sot-up co•t for each tour and then a random

: (extra cost whose expectation, conditional on the duration X of the tour, is Xs For

this casE, we can toe that

To underotand the behaVior of 0(0,t).we need to look at the singlaitis• in

the complex i-plane of OP(I1,z), These plainly occur where 0(2,0) o 1, and, in the

present special example, this is where

(1) F z .1 ,)

Lot us choose a small I )0 and assume that IS1 to. Then (1) will have a

solution z - , (M)t say, which tends to zero as O tends to zero, and there will be a

S> I such that 4 (0) is the " zero of I - 0(z,) in the circle Itl • &

To carry the example further# lot us be specific about the distribution of the

duration* Xn, Let us suppose that X. has a geometric distribution such with pgf
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F(z) " pz/( I- qz).

Then we shall find that
*82/2

4(e) * -

q. po-w/2

Notice that that this formula Shows that 4(e) 4 as -40 and 4- as 8 -W-

Our purpose in examining this very special example is to show the sort of

behavior to be expected in the general situations Indeed, careful complex analysis

shows this sort of behavior to be a feature of the general casel but it is felt

that, for a simple exposition such as the present, an illustration using a special

came will be more acceptable to the reader,

Let usn now resume the discussion of the most general situation and let C2 be

the circle IzI n 6 > I ,B)l, and let C1 be the crVcle IzI I C I ;(e)I, interior to

c2, Then by the usual function-theory argument we are led to the result

liI

Suppose we now allow p to grow so that the contour C1 passes across the pole at

0) (8) Zn doing this we shall increase the value of the contour integral by the

residue X, say, of the function

1-10(se)

at the pole at M(#, It then apppears that we shall have

(2) 400,t) - -X + JC2etu,
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*ut it is not too difficult to show that the integral in (2) is a((t)l this

integral will thus go to zero M faster than any terms we shall retain, and so

from now on we shall ignoar. its The remaining problem is to determine the value of
,X whicht of cosavse, will be a function of t, Let us write O(;4(S)( ) to denote

til 1-(14

'Than we shall find that

-a (s(,t) - 3• t negligible terms

At this stage it is convenient to introduce a function A(S) with the property

and to wes hall give it a careful exaination, It is possible to show that it will

have a. Taylor %erieo expansion

A F +Me 3+02;0 2 a(SK MU~hIS) 61 2?02 + etc '0

Zt is possible, though with increasing complexity, to compute the (An) in

terms of "known" moments, The calculation is based on the equation

and this leads to the following relation.

,C. A(WN) + dei %1' + (I/2)E CAS))2P2 0 + 2AMgl I' * Ug2P023 + etc s 0

There seems no way of esaping a considerable amount of tedious womputation at

this point, One must equate coefficients of powers of S to zero and determine

the (A.) from the resulting equationst For n ) 5 the formulae for thse (lAn)
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become very large, Here we shall content ourselves with quoting the only the

formul#a for A, and A2 . These are as follows

A1  n

ho 2I
1+o PrioO

Lot us now set

c2 E (y-

Then it is possible to show that a much simpler formula exists for A2,

A2  Flo

Zn terms of the quantities we have now introduced we thus have the equation

1 i"M(t) " 0 0A W+-(t+1)CA1(iS) (1/2)A2(i)2 4 ...

and this will hold for all 1S1 j,1, for some umall I > 0.

But for AU O, if t is large enough, we shall find that

v-'('¢t4) I • •

Thus, if we replace I by S/N(t+l), we shall find that
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wN(t) + (t+tOA•

(3) E gap isl(-Vtt

• Gt• (O3(it))),O/V~t~l)3"

+ negligible terms.

Various deductions can be made from (3), Let us first examine the d~1nwi

terms in this equations It is not hard to show that

Raz(lv(t+11) ,t(t6l) 4 1 t

This will therefore imply from (3) that

W1(t) + (t*1)A
E exp L4 V(t+i) ,say,

A

is asymptotically N (0, C2/p10).

This Central Limit Theorem is useful, It can bet and has been, proved without

the details in which we have become embroiledl but these details are necessary if we

want to obtain the more delicate results,

With a great deal of tedious computation, one can obtain Edgeworth-type

improvements, in the form of series expansions, in place of the single dominant

normal density term. Evidently we can write

Opl) -EX 916Y.

so that

(3~(e( V10 + V~ iSC 1 12 0  + el 4 etc..
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However, once one asks for more than the dominant term# the function R(eA(B),O)

has to be taken into considerations In this connection some curious moment-like

V numbers

I 1 r 5ers 0 1 ot TC~

emerges They should be determinable from the known specification of the underlying

model, If one makes use of theme numbers one is led to an expansion like the

following (which we quote to only one term beyond the dominant one)

Oz(r(BlN(t+i)),OlN(t~i) . I +

Of course, nothing but hard work prevent ones from obtaining as many extra terms in

this expansion as one wishes, In the above abbreviated expansion

Cou.-~ 4÷I 2 Io ~ , ei01 2(t' 1o •2 2Vl lo plo

If we now write v in place of c2/ we are thus led to the result

-v02 2$ 1 C (10) A (i6)2
" ilt~lt" Vv8/t4.l) - + O(l/t)

From this last result one can thus infer that asymptotic probability statements

about M(t) will be better if, instead of a simple normal density, we use the

"density"
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/2 C/2v ý +
v'(2nv) t+

C1 * C0 + (1/243Y 3

C2

In deriving this result we have used the fact that multiplying a Fourier

Transform by 4IS) corresponds to differentiating the original function of z. with

repsect to z.

It is possible to extend all the ideas we have discussed, and derive roughly

"stiar results, when we replace the simple renewal-type ubed" of the cumulative

process with a "Semi-?4arkov" one. At the conference, some brief discussion was

gi' in of this latter more general model* However# we shall not discuss it here,

preferring to delay an exposition until somewhat move comiprehensive results have

been obtained*
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ERRATA

The following statmentssupplied by the author of two articles appearing

in earlier issues of these "Proceedings", corrects certain typographical errors.

MAO Report 77-2 (Proc. 22nd conf on DOE)

page 263, Footnote should read "*Quartiles,
r - 0.697. 0.799, and 0o879....."

pate 290. The expressions under the two radical signs are identical. Only

the sign which precedes the radical is different.

page 294. Formula (D-5) should read

.i+l m-(k+i) (n+Ql - (k+i) Ti
k+i+l (N-m-n) + (k+i+l)

ARO Report 81-2 (Proc. 26th conf on DOE)

page 227. Second line from bottom should read

S2p- 2 2 " 33
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